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Abstract — We propose a new method for RCS computation of long internally complex dielectric objects such as wind turbine blades. The method proposed here is an improved iterative algorithm whose convergence is proven. Thanks to the geometrical decomposition technique, three accelerating methods can be used efficiently in an iterative algorithm. The first accelerating method allows the elimination of the internal degrees of freedom with minimal cost. The second accelerating method (matrix compression QR) accelerates all the matrix vector products used in the preconditioning procedure as well as in the GMRES iterative resolution. The third accelerating method consists in using a “geometric-neighboring” preconditioner adapted to the physical aspect of the problem.

Index Terms — Integral equations, Method of Moment, Parallel algorithm, Iterative methods.

I. INTRODUCTION

We propose a new method for Radar Cross Section (RCS) computation of long internally complex, dielectric objects such as wind turbine blades. RCS computation of these objects is important for the aviation community to determine the wind farms impact on radio navigation systems. These objects are far greater than the wavelength but asymptotic methods cannot be applied to solve this type of complex problem. The method of moment (MoM) is a popular choice for solving electromagnetic scattering problems by an arbitrary object. However it is well known that the traditional Method of Moment (MoM) suffers from the storage requirement (increasing in the order of $O(N^2)$) and computational complexity (increasing in the order of $O(N^3)$) for large scale problems.

These limitations impose on the one hand the use of a cluster to share out the storage and the computational complexity cost and on the other hand the use of an iterative method (increasing in the order of $O(N^3)$) to reduce the computational complexity cost.

A solution frequently explored to share out the storage requirement and the computational complexity is the resolution proposed by the method called Region by Region \cite{1, 2, 3}. The method formulates the problem into operator blocks, corresponding to geometrical groups and are filled using the traditional MoM taken from \cite{4}. The iterative algorithm identifies with the block Jacobi methods. It is well known that these iterative pose a mathematical problem because the convergence is not proven within the MoM framework \cite{2}. So Krylov iterative solvers were investigated with different preconditioning techniques combined with accelerating methods to resolve large problems.

The methods proposed here is an improved iterative algorithm whose convergence is proven. Moreover the algorithm can be easily adapted to parallel computation. We use the same formulation as in the Region by Region method. Thanks to the geometrical decomposition technique, three accelerating methods can be used efficiently in an iterative algorithm. The first accelerating method allows the elimination of the internal degrees of freedom that do not participate in RCS computation. The second accelerating method (matrix compression QR) accelerates all the matrix vector products used in the preconditioning procedure (reduction from $O(N^2)$ to $O(N^{2.3})$) as well as in the GMRES iterative resolution (reduction from $O(N^3)$ to $O(N^{3.2})$). This accelerating method also reduces the memory requirement (reduction from $O(N^2)$ to $O(N^{2.3})$). The simplicity of the implementation in an existing code is another advantage of this method in comparison with fast multipole methods (FMM). The third accelerating method consists in using a “geometric-neighboring” preconditioner adapted to the physical aspect of the problem. Thus the formulation per block and the mathematical tools used (accelerating method and iterative method) form a robust iterative algorithm which is adapted to parallel computation.

II. DESCRIPTION OF THE METHOD

Fig. 1 represents a simple model of a wind turbine blade used to validate our algorithm. Validation is performed comparing our solution with the direct solution given by Cerfacs Electromagnetic Solver Code (CESC) \cite{4}.
We explain below the geometrical decomposition technique and its the advantage for each step in our algorithm.

Transverse section

Longitudinal section

A. Advantage of the decomposition technique for internal degrees elimination

The internal degrees of freedom do not participate in RCS computation. Their elimination reduces the initial system, which saves memory and resolution time. This technique is particularly interesting for long internally complex objects.

The proposed geometrical decomposition technique introduces a separation interface which divides the simple model into several sections. Separation interfaces introduce an additional and moderate number of degrees of freedom, but this technique leads to a high reduction of CPU time.

In the formulation used operator blocks $Z_{ij}$ correspond to the radiating operators originated by the basis functions $X_i$ (residing on the block $i$) and tested by weighting functions $T_j$ (residing on the block $j$). We can easily demonstrate that $Z_{i,j=1,2,3}$, $Z_{j}^{(k)}=0$ and $Z_{i}^{(k)}=0$ if block $i$ is surrounded by a closed surface composed by the blocks $\{k\}$, where $j$ is an exterior block. The separation interfaces create internal blocks $(X_2, X_4, X_7)$ surrounded by a closed surface (Fig. 1), thus introducing many null operators in the linear system.

In order to understand the consequences of these null operators we describe step by step the elimination of internal degrees of freedom $X_2$ (Fig. 1).

The elimination of internal degrees is a successive elimination procedure. The first step consists in expressing the internal unknown $X_2$ in terms of the other unknowns of the problem and thanks to the property exposed:

$$Z_{2,i=1,2,3} = 0 \text{ and } X_2 = Z_{22}^{-1} \sum_{i=1,\neq 2}^3 Z_{2,i} X_i + S_2$$

Where $S_2$ is the known excitation tested by weighting functions $T_2$.

The second step consists in introducing the equation (1) in the remaining equations of the linear system, thanks to the same property $Z^{(1,2,3)}_{0}=0$, thus the equation (1) will be introduced only in equations 1 and 3. Finally we obtain a new linear system where $X_i$ has disappeared. This methodology allows us to greatly the number of the matrix-matrix products in the elimination of internal degrees of freedom.

The degrees of freedom introduced by separation interfaces could be eliminated for the same reasons as internal degrees of freedom. But the number of matrix-matrix products increases rapidly as one proceeds with the successive elimination of these degrees of freedom. Consequently the unknowns residing on the separation interfaces are conserved.

The Tab1 shows the reduction of unknowns eliminated in the case of a $\lambda/3$ long simple model of a wind turbine blade. This simple model is decomposed into many blocks and the mesh size is about $\lambda/5$.

<table>
<thead>
<tr>
<th>Number of blocks</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial unknowns</td>
<td>3182</td>
<td>3578</td>
<td>4370</td>
<td>5954</td>
</tr>
<tr>
<td>unknowns after elimination</td>
<td>1918</td>
<td>2202</td>
<td>2770</td>
<td>3906</td>
</tr>
<tr>
<td>Reduction rate</td>
<td>36%</td>
<td>38%</td>
<td>40%</td>
<td>43%</td>
</tr>
</tbody>
</table>

Tab 1

B. Advantage of the decomposition technique for the preconditioning procedure

The decomposition technique allows us to define a simple “geometric neighboring” preconditioner such as a block Jacobi preconditioner which is easily set up. Moreover this preconditioner can be easily integrated into parallel computation. Spectral analysis for canonical examples show that this type of preconditioner accurately models ill-conditioning due to the high frequency terms, but does not capture the long range interactions [5]. If we extrapolate the conclusions in [5] in our case we can expect that the condition number scales as $D^2$, where $D$ is the block size. Fig.2 shows the increase of the number of iterations is lower than expected.

Indeed “geometric neighboring” preconditioner has an interesting property illustrated in Fig.2: the number of iterations increases slowly when the number of fixed size blocks increases. The increase of the number of iterations is slower when the block is large.
For all our simulations the preconditioner allows us to obtain such a well-conditioned linear system that GMRES converges in only a few iterations without restart.

We may expect to obtain a well-conditioned linear system for a large by using a large block size. The size of the geometrical is fixed by memory available. The resolution of large problems is achieved by increasing the number of blocks.

We proceed to a matrix compression by QR factorisation using a compressing criterion \( E_C \) equivalent to the one proposed in [7]: the rank of matrix \( Q \) and \( R \) is \( k \) if \( k \) is the larger number such as \( R(k+1,k+1)\leq E_C \times R(1,1) \).

The approximation introduced by compression amplifies numeric errors at the final solution when the linear system is ill-conditioned [8]. It would be better to compress the off-diagonal operators after the preconditioning procedure. By spectral analyses it is possible to demonstrate that the approximation affects the high frequency currents. In our case, we deal with RCS computation and the radiated high frequency waves are evanescent which almost vanish at the distance where we calculate the RCS. So, we have decided to compress the matrices before the preconditioning procedure to accelerate computation.

We give in Fig. 3 numerical results for the 6.35\( \lambda \) long simple model decomposed into 8 sections for different compress criterions \( E_C \). The bistatic RCS is computed at \( \phi=0 \) and \( \theta=[0,\pi] \). We compare RCS computed by our algorithm with the numerical results given by Cerfacs Electromagnetism Solver Code (CESC) [4]. Fig. 3 shows that \( E_C=1e-6 \) is sufficiently for the RCS computation.

In the case where \( E_C=1e-6 \) we have observed the reduction of computation complexity in the preconditioning procedure (reduction from \( O(N^2) \) to \( O(N^{d/2}) \)). The matrix compression also reduces the computation complexity per iteration (reduction from \( O(N^2) \) to \( O(N^{d/2}) \)) and the storage requirement (reduction from \( O(N^2) \) to \( O(N^{d/2}) \)).

III. Conclusion

The combination of different techniques discussed in this article allows us to obtain an efficient method for resolution of scattering problems by long internally complex, dielectric objects.

Indeed association of the elimination of internal degrees of freedom, the compression QR technique and the ‘geometric-neighboring’ preconditioner based on the physical aspects of the problem have allowed to reduce the storage memory requirement and the computational complexity. We can expect to resolve RCS computation problems of real long complex objects such as a real wind turbine blade.
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