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Abstract—Flow regulation is a critical process in air traffic management, ensuring that the incoming traffic does not exceed the ability of air traffic controllers to handle it safely and efficiently. Currently, the European Flow Management Positions (FMP) use flight counts and sector capacities to assess the traffic load and build predicted opening schemes. These schemes, made of predefined airspace configurations, are used to detect potential overloads. Some past research undertaken at the Global Optimization Laboratory led to think that this process was not grounded on solid scientific notions, as concerns the quantification of the controllers workload. Consequently, it is proposed to stop using flight counts and sector capacities to predict this workload, and to use relevant air traffic complexity metrics instead. Another proposal is to explore all the possible combinations of elementary sectors, instead of the small subset of pre-defined configurations currently being used, so as to offer the maximum capacity to the incoming traffic.

In previous works, we assessed the relevance of complexity metrics by comparing their relative influence on the sector status prediction (merged, manned1, or split) made by a neural network. Real sector statuses issued from filed configurations were used to train the neural network2. A fairly simple relationship between the relevant metrics and the sector status was found. The main contribution of this paper is to use the relevant metrics and the sector status prediction to build realistic airspace configurations. The computed configurations are compared to the actual configurations archived by the ATC centers, and to the FMP opening schemes.

INTRODUCTION

Over the last years and with the increasing traffic demand, there has been a growing need for a better understanding of how the current air traffic management system is operated and how it could be improved. Quantifying the complexity of a given air traffic situation has become an issue for the assessment of ATC/ATFM performances, the benchmarking of new airspace structures, the design of new control tools, and other activities related to air traffic management. This paper focuses on the airspace configuration schedules made by the Flow Management Positions (FMP) of each Air Traffic Control center (ATCC), and sent to the European Central Flow Management Unit (CFMU) two or three days before the traffic actually enters the centre’s airspace.

The work presented here is the continuation of previous research. In [1], [2], and [3], we proposed several algorithms combining elementary sectors so as to offer the maximum capacity while making the best possible use of the available resources. These algorithms used the same variables (flight counts in a period of time) and thresholds (sector capacities), as well as the same constraints (number of controllers on the duty schedule) than the FMP. However, the optimized schedules were still far from realistic when compared to real configurations. In [4] and [5], we used the real sector status (merged, manned3, or split) to assess the relevance of several air traffic complexity metrics found in the litterature, assuming that the decision to split or merge sectors is somewhat related to the actual controller’s workload. Neural networks were used for that purpose.

We will now see how the relevant air traffic complexity metrics and the sector status prediction made by the neural network can be used to produce more realistic schedules. In order to be closer to the real decision process than in our previous works ([1],[2]), the computed airspace configuration will be dynamically re-assessed every minute of the day.

If we were to implement this process within an existing decision support tool, we would have to compute the complexity metrics from the flight plans filed for the considered day, as the radar tracks are not yet available, two or three days before D-day. This issue is not addressed here and will be a further step of our research. In this paper, the metrics are computed from recorded radar tracks, in order to compare the computed configurations to the real configurations recorded by the ATCC. This is a first and necessary step in the validation of realistic airspace configurations schedules.

The current paper is organized as follows. Section I defines some vocabulary and gives the context and the motivation of our study, as well as some background on air traffic complexity. Section II describes the raw input data used to compute the air traffic complexity metrics. The neural network that predicts the sector status using the metrics values as input is shortly described in section III. Section IV introduces the algorithm that builds realistic airspace configuration schedules, according to the sector status predictions. Some results on the french air traffic centres are provided in section V, and section VI concludes the paper and gives the perspectives of future

1 A control sector may be manned (or operated, or armed) by a team of two controllers when the workload is normal, or split, when this is possible, into smaller sectors operated separately if the traffic is high, or merged (or collapsed) with other sectors to form a larger sector when the traffic is low.

2 Irrelevant statuses, such as when a part of the initial sector is merged with one control sector, and the other part with another control sector, were discarded in the neural network’s training.

3 From now on, we will prefer the term manned instead of armed that was used in previous works, to denote that the sector is in its normal domain of operation.
I. BACKGROUND

A. Vocabulary

Before all, let us define a few terms of vocabulary used in this paper. The airspace of each center is made of several elementary sectors that may be merged (or collapsed) into larger sectors. In the rest of the paper, the term control sector, or simply sector, is used to denote a volume of airspace made either of one elementary sector or several elementary sectors merged together, and controlled by a team of usually two controllers (radar, and planning).

A configuration is a mapping of the set of elementary sectors onto a smaller number of control units, operated each by a radar and a planning controller. An airspace configuration schedule, also called opening scheme, shows the successive configurations for each time of the day.

We call incoming flow the number of aircraft entering the control sector within a period of time (30 or 60 minutes, for example). The incoming flows are sometimes called flight counts ([6]), or traffic load in the CFMU handbook. The sector capacity is a threshold value on the number of flights that may enter the sector in a chosen period of time.

B. Context and motivation of the study

The current method used by the European FMP/CFMU to build airspace configuration schedules, or opening schemes, is fairly simple. A set of static airspace configurations defined by the FMP staff is filed in a database. When building a schedule, the FMP operator chooses for each time step (usually 30 or 60 minutes) the best configuration among those he or she thinks may be the most adequate for this time of the day. The subset of possible configurations at each time step is chosen according to the number of controllers listed on the duty schedule at that time of the day. Each configuration is evaluated by comparing the incoming flows to the sector capacities. This choice of the best configuration is subjective and based on the past experience of the operator. Of course, once the final schedule is built, there may remain some sectors for which the predicted incoming flow is higher than the capacity. This may be considered as a potential overload problem and signaled to the CFMU. Some regulations may be requested for one or several traffic flows crossing some sector boundaries or overlying some beacons.

The Eurocontrol NCD (Network Capacity and Demand Management) Research Area team has been working for several years on the optimization of this process (see [7],[6], [8]), with the aim to propose new decision support tools for the flow management operators in a short-term future. The proposed methodology is strongly grounded on the current working method: it relies very much on the operators experience, and also uses predefined configurations as well as incoming flows and sector capacities (see [6], p. 12) to assess when a control sector is overloaded. One of the main concerns in this work seems to be the network effect affecting the set of regulations ([9]), and how it is connected with the building of opening schemes in several centres belonging to a same area of interest.

Our research, which started at the Global Optimization Laboratory (LOG\textsuperscript{5} CENA/ENAC) some years ago, is a fairly different approach. We were initially interested in how to combine elementary sectors so as to offer a maximum capacity for a given traffic demand. To do that, we chose to explore the whole space of possible configurations that can be built from the set of elementary sectors, rather than the relatively small subset of predefined configurations that are currently being used by the FMPs. In [1] and [2], we proposed several algorithms (tree search methods and stochastic methods) to compute optimal airspace configurations, using the same variables and thresholds that are used in the operational field (incoming flows and sector capacities).

In [2], the potential profits provided by the optimized schedule showed a decrease of 69% of the cumulated delays, while using 20% less resources, considering only one air traffic centre on one day of traffic. These results – too good to be true – together with the simple comparison of the registered schedule actually sent by the FMP to the CFMU with the real airspace configurations recorded the same day, led us to think that the incoming flows and sector capacities were really inadequate, or at least not sufficient for our purpose. In other words, the traffic load expressed as the number of flights entering the sector in the next $M$ minutes may be useful for smoothing the traffic flows, but it is not enough to assess the actual controller’s workload operating the sector. Strangely, this well-known fact seems completely forgotten in the current working method used to build opening schemes.

A general conclusion that can be drawn from these past studies is that the current traffic regulation process is not grounded on solid scientific notions, but highly depends on the operators experience (and of the feedback of experience from past situations): you know how to smooth the traffic using flow regulations, but you are unable to actually quantify the level at which it should be tuned. So, in order to build more realistic airspace configuration schedules, we propose to stop using the incoming flows and sector capacities to assess the controllers workload and to use relevant metrics instead. In order to be actually related to the controller’s workload, such metrics should take account of the air traffic complexity within the sector.

C. Air traffic complexity

When considering air traffic complexity, we must be aware that it may be quantified in different ways, depending on the time and geographic scale involved, and on the

\textsuperscript{5}http://www.recherche.enac.fr/opti/
intended application. It is one thing to compare several service providers over a year of traffic, taking account of aggregated complexity factors, and a very different thing to evaluate the controller’s workload every few seconds, taking account of the traffic’s complexity within the control sector. So there is no single universal complexity measure and all we may expect is a set of complexity metrics, useful and relevant only in a particular context and for a particular purpose. As a consequence, it is crucial to assess the relevance of the chosen metrics to the final goal.

In our study, the chosen time scale is one measure every minute, the geographic area is the set of control sectors usually operated in an ATC center, and the intended application is the airspace configuration process, with the final aim to find a realistic prediction of the opening scheme. The actual configuration of the control sectors depends on the controllers’ workload: overloads may lead to a decision to split a sector, and underloads lead to “merge” decisions. As we would rather avoid using (and tuning) a multitude of sector-specific parameters (like capacity values), we need to know how the actual controllers’ workload is related to the complexity of the sectors they are operating.

Several studies tried to find how the controller’s workload is related to air traffic complexity. To do this, one usually tries to maximize the correlation of a set of complexity metrics with a quantifiable variable (called dependent variable) assumed to represent the actual controller’s workload. Various methods have been used: linear ([10]) or logistic ([11]) regression, cross-sectional time series analysis ([12]), neural networks ([13]),... A multitude of metrics have been proposed in the literature. The reader may refer to [14] and [15] for a review.

Whatever method is used, the choice of the dependent variable is crucial to determine how well complexity is actually measured. Many ways to quantify the controller’s workload have been used in past studies: physical activity ([16], [12]), physiological indicators ([17], [18]), simulation models of the controller’s tasks ([19], [20]), subjective ratings ([10], [13], [11]). The reader may refer to [4] for a discussion on these variables. Let us just say that, in addition to being subject to noise and biases, most of the above dependent variables require relatively heavy experimental setups to collect the data, usually with the active participation of controllers. Databases are often small and might exhibit low variability, which may in turn harm the statistical relevance of the results.

In order to avoid some of these drawbacks, we proposed a new dependent variable in [4] and [5], for which a large amount of data is available from the ATCC databases, and which does reflect an operational reality. The basic idea, introduced in [3], is that the decisions to split (resp. merge) a sector are mostly taken when the controller is close to overload (resp. under-load). So the sector status (merged, manned, or split) is directly related to the controller’s workload and may therefore provide an acceptable dependent variable. This data may also be biased or noisy, as we may not be sure that the splitting and merging decisions are always directly related to the workload. Other factors might distort data, such as the training of unexperienced controllers, technical incidents, real-traffic experimentations... However, we assume that the impact of these phenomena on the accuracy of the results is limited particularly because of the kind of complexity we are looking at here.

Moreover, we selected our data in a period of high traffic, so we may expect that most configuration changes were caused by the controllers’ workload.

The selection of the relevant metrics was done in collaboration with the Laboratory of Economy and Econometry of Air transport (LEEA8), within the S2D2 project9. In [4] and [5] we proposed an original method to assess the metrics relevance, using neural networks and sector statuses obtained from the actual airspace configurations recorded by each ATC center. This method allowed us to select a subset of only 6 relevant indicators among the initial 28 chosen from [10], [13], [25], [26] and other sources.

As a result of [5], we also obtained a fairly simple equation (the trained neural network) allowing to predict the sector status from the six relevant metrics, which were the sector volume \( V \), the number of aircraft within the sector \( Nb \), the average vertical speed \( \text{avg}_{vs} \), the incoming flows with time horizons of 15 minutes and 60 minutes \((F_{15}, F_{60})\), and the number of potential crossings with an angle greater than 20 degrees \((\text{inter}_{hor})\). We now propose to use these metrics and the neural network’s prediction to build a realistic schedule of the airspace configurations operated in the ATC centre’s control room.

II. INPUT DATA

The relevant metrics are computed every round minute of the day, using recorded radar data and environnement data (sector description) from the french ATC centers. Radar data is available in several forms: records made by each center, with one position every twelve seconds, in average, and a global record of the five french centers, with one position every three minutes. Several months of global records were available, whereas the centers local records were not readily available, at least for a sufficiently long period of time. So we used the global records (made by the IMAGE system), and interpolated the aircraft positions in order to get one position per minute. As many trajectory changes may occur within three minutes of flight, the computed positions are not highly accurate, and this may introduce a bias in the indicators values. However, this bias is most probably of small importance in our problem: we just want to

---
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---
predict when a sector will be merged into another one, or split in several smaller sectors. We are not considering the instant workload, which may require a higher level of accuracy on the aircraft positions, speed, and so on. Several months of recorded traffic are available. We have restricted our choice, at least for the moment, to two days of traffic. We chose the 1st June 2003, that was previously used in [4] and [5] to select the relevant metrics and train and test the neural network providing the sector status prediction. We also tried another day (June 2nd, 2003) that was not previously used.

Airspace configurations are built from elementary sectors that may be merged together into larger control sectors. So an airspace configuration is a partition of the set of elementary sectors. However, these partitions should only contain control sectors that are operationally valid. For example, a control sector should generally not be made of two sectors that are not neighbours. Once again, we referred to the ATC centers databases, which provide the list of elementary sectors of each center, and also the groups of sectors that can be merged together into a control sector.

### III. Sector Status Prediction

Artificial neural networks are used to predict the sector status from the relevant complexity metrics. In previous works ([4], [5]), we trained such networks on real sector statuses in order to assess the relevance of a set of complexity metrics.

In the work presented here, we use the trained network and the most relevant metrics to predict the sector status on fresh input data. This allows us to decide when a given control sector is normally loaded, overloaded, or under-loaded, and when an airspace configuration should be recombined.

The reader unfamiliar with neural networks may refer to the the fairly wide literature on the subject. Let us just say that an artificial neural network is an algorithm inspired from the biological neurons and synaptic links, that may be represented as a graph with vertices (neurons, or units) and edges (connections) between vertices. There are many types of such networks, associated to a wide range of applications: pattern recognition (see [27] and [28]), control theory,..,

Beyond the similarities with the biological model, an artificial neural network may be viewed as a statistical processor, making probabilistic assumptions about data ([29]). Some train data is used to determine a statistical model of the process which produced this data. Once correctly trained, the neural network uses this model to make predictions on new data.

For our application, we use a fully connected feedforward neural network with three unit layers (or two weight layers), as shown on figure 1. For details on how this network was trained and tested, the reader may refer to [5]. We will just summarize its main features and give the equation of the relationship between the input and the output of the network.

The input variables are the relevant complexity metrics $\{V, Nb, avg_v, F_{60}, F_{15}, inter_hori\}$, normalized by substracting the mean value and dividing by the standard deviation. Let us denote $x = (x_1, \ldots, x_i, \ldots, x_6)^T$ this input vector.

The neural network’s equation is written as follows:

$$y_1, y_2, y_3 = \Psi(\sum_{i=1}^{15} w_{ij} \Phi(\sum_{j=1}^{6} w_{i j} x_i + w_{0j}) + w_{0k})$$

(1)

where the output vector $y = (y_1, y_2, y_3)^T$ is a triple of posterior probabilities. This means that $y_1$ is the probability to fall in the merged class when the input vector is $(x_1, \ldots, x_6)^T$, and the same for $y_2$ and $y_3$, with the manned (i.e. normal domain of operation) and split classes respectively. $\Psi$ is the softmax function:

$$\Psi(z_k) = \frac{e^{z_k}}{\sum_{m=1}^{3} e^{z_m}}$$

(2)

$\Phi$ is the sigmoid logistic function:

$$\Phi(z) = \frac{1}{1 + e^{-z}}$$

(3)

The adjusted weights $w$ of the neural network are provided in the appendix\textsuperscript{10}, together with some R code allowing to make the prediction.

It must be underlined that the output of the neural network is a triple of values that can be considered as probabilities, with each output $y_k$ comprised between 0 and 1. To emphasize this fact, we will denote $(p_{merge}, p_{man}, p_{split})$ the output of the neural network in the next section.

The network is unable to make complex recommendations such as to split the sector’s volume in several parts and then to merge each of these parts with other sectors. It only recommends to merge the sector when the workload is low, or split it when the workload is high, or operate it normally when the workload is acceptable. As

\textsuperscript{10}although not with the full range of decimals, due to presentation constraints.

![Fig. 1. Feed-forward network for sector status prediction](image-url)
we are necessarily in one of the above three cases, the sum of the three probabilities $y_1$, $y_2$, and $y_3$ is always 1.

Let us note that, although these probabilities can be used to determine if a sector is normally loaded, overloaded, or under-loaded, they are not actually a numeric quantification of the workload.

IV. BUILDING AIRSPACE CONFIGURATIONS

A. General description of the process

Our aim is to compute at each time step of the day a realistic airspace configuration, so that each control sector has the highest possible probability to be in its normal domain of operation.

To do so, we start at time $t=0$ with a configuration where all elementary sectors are assigned to a single controller’s working position. The situation is then reconsidered every minute of the day. The current configuration is re-assessed by considering the status prediction of each control sector.

Some of these sectors will remain unchanged: those for which the status is manned with a high probability. The others – which need either to be split or merged according to the neural network’s prediction – will be entirely recombined as follows. We build every possible partition\(^{11}\) from the elementary sectors composing these sectors. The best partition is then chosen (we shall see later what criteria are used to assess the partitions), and it replaces the initial set of sectors that needed to be recombined.

Let us now give a few details, first on the decision criteria which allows to decide when the airspace configuration must be changed, second on the algorithm used to explore all the combinations of sectors that need to be reconfigured, and third on the evaluation criterion used to select the best configuration.

B. Decision criteria

The decision to reconfigure sectors is driven by the prediction made by the neural network. The neural network’s output is a triple $(p_{\text{merge}}, p_{\text{man}}, p_{\text{split}})$ of probabilities to belong to one of the classes (merged, manned, or split), with $p_{\text{merge}} + p_{\text{man}} + p_{\text{split}} = 1$ (see section III).

The most straightforward decision criterion is to choose the class with the highest probability. Let us call $D1$ this decision criterion. This criterion may lead to many sectors reconfigurations: the highest probability may be only slightly higher than the others, and for short periods of time.

The actual sector configurations exhibit few fluctuations in time. So we tried another decision criterion $D2$, considering how close the highest probability is from 1, and also the difference between the two highest probabilities. For example, a triple of probabilities $(0.1, 0.1, 0.8)$ is a stronger incitation to split the sector than $(0.1, 0.44, 0.46)$.

Let us consider our three probabilities sorted by decreasing values $p_1$, $p_2$, $p_3$. The new decision criterion, that we will call $D2$, is expressed as follows, depending on which probability is the highest:

- if $p_1$ is the probability $p_{\text{merge}}$ to merge the sector: the decision to recombine the sector is taken only if $1 − p_1 < \alpha$ and $p_1 − p_2 > \eta$, where $\alpha$ and $\eta$ are chosen parameters.
- if $p_1$ is the probability $p_{\text{split}}$ to split the sector: we decide to split only if $1 − p_1 < \beta$, where $\beta$ is a chosen parameter.

In the other cases, the sector remains unchanged. We choose different criteria for the 'split' and 'merge' decisions, because we may need to be more reactive when the workload is increasing than when it is dropping down.

The decision criteria will provide us with a list of sectors that need to be recombined. The decision criterion $D2$, as described above, is bound to find a smaller list of sectors than $D1$, which may reduce the choices when recombining the sectors. A typical example is when only one sector needs to be merged, or several sectors that are not neighbours. So we will use $D2$ to decide when a configuration must be recombined, and use $D1$ to build the larger list of sectors that will be recombined.

The algorithm described in the next section will use this list as input, by building the subset of elementary sectors from which the initial control sectors are made, in order to compute all the possible partitions from these sectors. Let us now describe how this is done.

C. Searching sector configurations

The algorithm used to build all the valid sector configurations from an initial set of elementary sectors is a classical tree search algorithm. Figure 2 shows how to build all the partitions of a set of 5 elements: starting with element 1 in a single group, we have the choice to add the second element in the same group, or create a new group, and so on until all elements have been considered.

We can use this algorithm to build all the partitions of a set of sectors. However, many of these partitions contain groups of sectors which are not valid, from the operational point of view. For example, it is most unlikely that a controller will handle a group of sectors which does not form a contiguous portion of airspace.

\(^{11}\) A partition is a mapping of the elementary sectors on a number of controller’s working positions.
Hopefully, the airspace description found in the ATCC databases provides us, together with the list of elementary sectors, with the list of operationally valid groups of sectors. We just need to introduce this restriction in our tree search algorithm, as shown in figure 3.

![diagram](image)

Fig. 3. Searching all valid airspace configurations

In this tree search, each node is a list of couples. The first item of a couple is a subset of sectors, and the second is the list of valid groups containing this subset, but which contain no sector from the other subsets of the node. When a list of valid groups is found to be empty, the branch is not explored: it will never lead to a valid configuration. The leaves of the tree are partitions made only of valid groups.

Let us now consider an hypothetic ATC centre of 20 elementary sectors for example. Let us imagine a situation at a time \( t \) where the airspace is configured in 4 large sectors, and with an increasing workload requiring that 3 of them be split in smaller sectors. Let us say that the 3 sectors are made of a combination of 15 elementary sectors. However steep the workload’s increase is, it is most unlikely in real life that the traffic will require to man all the 15 elementary sectors on separate control units at time \( t+1 \). Real traffic doesn’t exhibit such drastic variations in one minute.

So it may be useless to compute all the partitions. We may focus on the partitions for which the number of groups does not exceed a chosen maximum. Typically, if \( p \) is the number of control sectors that need to be split, and \( q \) the number of sectors that need to be merged according to our decision criterion, we will search all the partitions comprising at most \( 2p + q + 1 \) groups. This will avoid to explore all possible partitions, without compromising our aim to find a realistic configuration.

**D. Evaluation criterion**

We have shown how to compute valid sector partitions that will replace the initial sectors that need to be split or merged. The tree search algorithm explores all possible airspace configurations, among which we must choose only one. Let us define the evaluation criterion used to select the best configuration.

Ideally, a good configuration is one for which all sectors (groups of elementary sectors) will have a probability to be in the manned status as close as possible to 1, according to the neural network’s prediction.

However, we must also be able to evaluate configurations with overloaded sectors, for which the neural network issues a split recommendation, as well as underloaded sectors (merge recommendation).

Our evaluation criterion should be designed so as to penalize overloads more than underloads, which should themselves be more penalized than configurations with only normally loaded sectors.

When comparing two configurations with underloads or two configurations with normal workload, we would rather choose the one with the less sectors, if they are otherwise equivalent. So the number of control sectors should also be included in the evaluation criterion.

Considering \( \text{config}(t) \) the configuration of the airspace at time \( t \), let us call \( p_{\text{merge}}(x, t) \), \( p_{\text{man}}(x, t) \), and \( p_{\text{split}}(x, t) \) the probabilities computed by the neural network for each sector \( x \) of the configuration, and \( N_{\text{sect}}(x) \) the number of elementary sectors grouped together to form the sector \( x \).

Let us define \( \delta_{\text{merge}}(x, t) \) the function such that \( \delta_{\text{merge}}(x, t) = 1 \) if \( p_{\text{merge}}(x, t) \) is higher than the two other probabilities, and is equal to 0 otherwise. Two other functions \( \delta_{\text{man}}(x, t) \) and \( \delta_{\text{split}}(x, t) \) are similarly defined. In our evaluation criterion, we shall use:

- \( N_{\text{units}}(t) \) the number of airspace units in the configuration at time \( t \),
- \( C_+(t) = \sum_{x \in \text{config}} \delta_{\text{split}}(x, t).p_{\text{split}}(x, t).N_{\text{sect}}(x) \),
- \( C(t) = \sum_{x \in \text{config}} \delta_{\text{man}}(x, t).(1 - p_{\text{man}}(x, t)) \),
- \( C_-(t) = \sum_{x \in \text{config}} \delta_{\text{merge}}(x, t).p_{\text{merge}}(x, t).N_{\text{sect}}(x) \).

We could have assigned a cost to the overloads, normal loads, and underloads, simply by cumulating the values of the probabilities in each case. For example, we could have chosen a cost \( \sum_{x \in \text{config}} \delta_{\text{split}}(x, t).p_{\text{split}}(x, t) \) for the overloads, and similar costs for the underloads and normal loads. With such cost functions, however, a highly overloaded configuration with only one sector\(^{12}\) may well have a cost close to 1, as the probability \( p_{\text{split}}(x, t) \) is likely to be high, while always remaining between 0 and 1. Considering a configuration where we split this single sector into two sectors, and supposing that these two sectors are still highly overloaded, the cost of such a configuration is likely to be close to 2, that is to say more than for the previous configuration.

This undesirable feature, due to the fact that we use status probabilities, and not actually a numeric quantification of the workload, is avoided by introducing the number of elementary sectors in the costs, so that an overloaded configuration with few control units controlling big sectors will have a higher cost than configurations with more control units with sectors of smaller sizes.

Finally, the evaluation criterion used to select the best

---

\(^{12}\) All elementary sectors merged as a single control unit.
The term configuration is:

\[
eval_{\text{config}} = 10^{k_2+k_3+k_4} \times N(k_1,C_+(t)) + 10^{k_2+k_3} \times N(k_2,N_{\text{units}}(t)) + 10^{k_4} \times N(k_3,C_-(t)) + N(k_4,C(t)) \tag{4}
\]

where \( N \) is a function such that

\[
N(k,c) = \left\lceil \max(0,(10^k - 1) - c) \right\rceil
\]

and the exponents \( k_1, k_2, k_3, \) and \( k_4 \) are chosen so that the term \( (10^k - 1) \) is an upper bound of the corresponding cost \( c \).

This criterion is designed so that the \( k_1 \) digits of higher order represent the cost of overloads, the \( k_2 \) next digits are related to the number of units in the configurations, the \( k_3 \) next digits are assigned to the underloads cost, and the \( k_4 \) digits of lower order are related to the cost of normally loaded configurations.

V. Results

Let us now present some results, and compare the configuration schedule computed with the complexity metrics to the real configurations recorded by the ATCC on the same day, and also to the FMP opening scheme.

Note that the comparison with the FMP opening scheme is not entirely fair: our configuration schedule is not entirely fair: our configuration schedule is built using the filed flight plans available on the same day for the same period are shown on the same radar data as input.

A. A full example

As a first example of the results provided by the algorithms proposed in section IV, let us consider Brest Air Traffic Control Centre, on the 1st June, 2003. The decision criterion is \( D2 \), with the following parameters values: \( \alpha = 0.5, \eta = 0.2, \) and \( \beta = 0.5 \).

Figure 4 shows an example of the final output of our algorithm. The time \( t \) is given in minutes after 00h00. Only a short period of time is presented, roughly between 04h20 and 07h50. The airspace configurations actually used on the same day for the same period are shown on figure 5.

When comparing these two schedules, we observe some differences in the choice of the control sectors composing the configurations. This is not a surprise. For a same traffic situation, there are often several ways to split the airspace in order to balance the workload among the control sectors. And in a same situation, different control room’s managers may make different arbitrary choices. So it is not surprising that we do not find exactly the same configurations.

From the author’s past experience in Brest ATCC, the configurations of the computed schedule seem realistic, although this would have to be confirmed by experienced FMP operators.

At a more macroscopic level, we may compare the number of control units in the computed schedule and in the real configurations. It is also interesting to compare these two schedules with the FMP opening scheme made two days before D-day. Figure 6 shows the evolution of the number of control units for the three configuration schedules. The horizontal axis shows the time, expressed in minutes after 00h00, and the vertical axis the number of control units.

On this figure, we see that the prediction using complexity metrics shows more variations in time than the real configurations. The reason is that, with our algorithms, some overloads or under-loads lasting only a few minutes will lead to configuration changes, whereas in the real world, they are disregarded and the resulting curve is smoother. If we go a little further in the explanation, it may be that, apart from the incoming curves are smoother. If we go a little further in the explanation, it may be that, apart from the incoming flows which use an anticipation window of 15 or 60 minutes, most of the metrics used as input of our neural network give only a snapshot of the situation at time \( t \). These metrics are subject to high variations in time, which may account for the many changes we observe in the number of configurations. It may have been useful to smooth the metrics values on a chosen time window.

### Table 1: Example of computed airspace configurations for Brest ATCC (2003, June 1st)

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>t = 254</td>
<td>[NGA ROQ RFJ RZX]</td>
</tr>
<tr>
<td>t = 257</td>
<td>[NGA ROQ J FBRT RZX]</td>
</tr>
<tr>
<td>t = 285</td>
<td>[N RGA ROQ J FBRT RZX]</td>
</tr>
<tr>
<td>t = 300</td>
<td>[N RGA ROQ J FBRT ZXU ZXSI]</td>
</tr>
<tr>
<td>t = 394</td>
<td>[N RGA ROQ J FBRT ZXU ZXIS]</td>
</tr>
<tr>
<td>t = 415</td>
<td>[N A G ROQ J FBRT ZXU ZXIS]</td>
</tr>
</tbody>
</table>

### Table 2: Example of real airspace configurations for Brest ATCC (2003, June 1st)

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>t = 258</td>
<td>[AOUS FZX RNG RQJ]</td>
</tr>
<tr>
<td>t = 261</td>
<td>[AOUS RFX RNG RQJ Z]</td>
</tr>
<tr>
<td>t = 265</td>
<td>[AOUS FZX RNG RQJ]</td>
</tr>
<tr>
<td>t = 266</td>
<td>[AOUS RFX RNG RQJ Z]</td>
</tr>
<tr>
<td>t = 281</td>
<td>[AOUS J Q RFX RNG Z]</td>
</tr>
<tr>
<td>t = 283</td>
<td>[AOUS FBRT J Q RNG RZX]</td>
</tr>
<tr>
<td>t = 304</td>
<td>[AOUS FBRT J Q RNG X Z]</td>
</tr>
<tr>
<td>t = 317</td>
<td>[AOUS J Q RFX RNG Z]</td>
</tr>
<tr>
<td>t = 324</td>
<td>[A FBRT J Q RNG RZX]</td>
</tr>
<tr>
<td>t = 328</td>
<td>[A FBRT J Q RNG X Z]</td>
</tr>
<tr>
<td>t = 332</td>
<td>[AOUS FBRT J Q RNG X Z]</td>
</tr>
<tr>
<td>t = 335</td>
<td>[AOUS FBRT G J N Q X Z]</td>
</tr>
<tr>
<td>t = 337</td>
<td>[AOUS J Q RFX RNG Z]</td>
</tr>
<tr>
<td>t = 338</td>
<td>[AOUS FBRT G J N QS QU X Z]</td>
</tr>
<tr>
<td>t = 342</td>
<td>[AOUS FBRT J QS QU RNG X Z]</td>
</tr>
<tr>
<td>t = 343</td>
<td>[AOUS J QS QU RNG X Z]</td>
</tr>
<tr>
<td>t = 344</td>
<td>[AOUS FBRT J QS QU RNG X Z]</td>
</tr>
<tr>
<td>t = 347</td>
<td>[AOUS FBRT J QS QU RNG Z]</td>
</tr>
<tr>
<td>t = 349</td>
<td>[AOUS FBRT J QS QU RNG Z]</td>
</tr>
<tr>
<td>t = 354</td>
<td>[AOUS FBRT J Q RNG Z]</td>
</tr>
<tr>
<td>t = 356</td>
<td>[AOUS FBRT J Q RNG Z]</td>
</tr>
<tr>
<td>t = 358</td>
<td>[AOUS FBRT J Q RNG Z]</td>
</tr>
<tr>
<td>t = 360</td>
<td>[AOUS FBRT J Q RNG X Z]</td>
</tr>
<tr>
<td>t = 363</td>
<td>[AOUS FBRT J Q RNG X Z]</td>
</tr>
<tr>
<td>t = 370</td>
<td>[A FBRT J Q RNG X Z]</td>
</tr>
<tr>
<td>t = 381</td>
<td>[AOUS FBRT J Q RNF X Z]</td>
</tr>
<tr>
<td>t = 394</td>
<td>[AOUS FBRT J Q RNF X Z]</td>
</tr>
<tr>
<td>t = 409</td>
<td>[AOUS FBRT J Q RNG X Z]</td>
</tr>
<tr>
<td>t = 426</td>
<td>[AOUS FBRT J Q RNG X Z]</td>
</tr>
</tbody>
</table>

Fig. 4. Example of computed airspace configurations for Brest ATCC (2003, June 1st)

Fig. 5. Example of real airspace configurations for Brest ATCC (2003, June 1st)
before using them as input, or to use the anticipated values of these metrics, predicted for a short period ahead the current time \( t \).

Another and more simple way to get a more realistic airspace configuration schedule would be to introduce an anticipation window in the process described in IV. This would allow to detect and discard the configuration changes that last only a few minutes.

Despite these variations, our prediction stays fairly close to the real configurations. There is however an exception between 1110 minutes (18h30) and 1240 minutes (20h40), where our computation shows between two and three more control sectors than what was actually manned. The detailed outputs of our algorithms showed several consecutive configurations where two or three non-adjacent sectors (Q, ZX, and GS for example) were given a “merge” decision by the neural network, and the others had a “no change” decision. The list of sectors to recombine was only made of sectors that were not neighbours, so it was not possible to merge them, and they remained opened.

We tried to avoid this problem when designing the decision criterion \( D2 \) but it seems this was not enough, and we will have to improve our algorithm by extending the recombination to neighbouring sectors, even if it was not initially decided to merge or split them.

Although there remains a few points that need to be improved, the results shown on figure 6 are already fairly good, especially if we compare with the FMP opening scheme. Of course, in order to be in the same context as the FMP, we should use the flight plans of the final traffic demand as input instead of the recorded radar tracks. We could then check if our prediction would remain so close to reality. The work presented here was only intended to show that the use of complexity metrics allows to simulate how a control’s room is operated, with a high degree of realism. This is a necessary step towards realistic predictions that could be used in the FMP/CFMU flow regulation process.

### B. Influence of the decision criterion

Figure 7 shows the evolution of the number of control units for Reims ATCC, on june the 2nd, 2003, using the decision criterion \( D1 \).

Figure 8 shows the results for the same day and the same center, but using criterion \( D2 \) with \( \alpha = 0.5, \eta = 0.2, \) and \( \beta = 0.5 \). The curve of the computed configurations is slightly different from figure 7. This is not surprising, as the sequence of merge/split decisions is different. However, the curve still exhibits many variations. The use of criterion \( D2 \) with the chosen values of \( \alpha, \eta \) and \( \beta \) does not succeed in smoothing the variations in the number of control sectors.

We tried different values of these parameters. Figure 9 shows the best compromise that we found, with \( \alpha = 0.10, \eta = 0.2, \) and \( \beta = 0.3 \). These values were chosen so that our algorithms is more reactive when the workload increases than when it drops down. This seems to reflect the actual controllers behaviour.

The results may again be improved through more extensive parametric tests to tune the criterion \( D2 \), by minimizing the quantified difference between the com-
computed schedule and the real configurations. There could be other alternative methods than the use of criterion $D2$ to smooth the schedule. We could smooth the values of the metrics taken as input, and use metrics that better reflect the anticipation of future workload. We could also introduce an anticipation window in the decision process.

On the real configurations of that day, we observe four peaks in the number of control sectors which are not found in the computed schedules, whatever the chosen decision criterion. The first two are in the morning from 09h37 (t=577) to 10h08 (t=608), and from 11h16 (t=676) and 12h06 (t=726). The two others are in the afternoon, from 14h28 (t=868) to 14h37 (t=877), and from 16h13 (t=973) to 16h50 (t=1010). There may be several explanations to this. The population of controllers is not homogeneous, and some may accept more complex and heavy traffic than others whereas the neural network provides only an averaged prediction.

However, these peaks are more probably caused by "split" decisions which are not related to the controllers workload. On the opposite, the decisions to split sectors in the early morning are clearly related to a workload increase, and the correlation of the computed schedule with the real configurations is fairly good.

**VI. CONCLUSION**

To conclude, let us summarize the main ideas that were developed during our research on airspace configuration schedules and complexity metrics, with the aim to ground the FMP/CFMU flow regulation process on more objective and quantified variables.

First, we introduced algorithms exploring the whole space of possible configurations that can be built from the center’s elementary sectors, rather than the small subset of pre-defined configurations currently used by the FMP.

Second, we proposed to stop using flight counts and sector capacities to assess the overloads or underloads, and to use relevant air traffic complexity metrics instead.

The original idea for selecting these relevant metrics was to use the real sector status (merged, manned, or split) of the control sectors as a new dependent variable to assess the actual controller’s workload. This data, issued from the real airspace configurations recorded by the ATCCs, is available in large quantities and does not require heavy experimental setups to be collected. In addition, it does reflect an objective operational reality, directly related to the intended application.

In this paper, we showed how the selected metrics could be used to build airspace configuration schedules. The results presented in section V are an important step towards a realistic prediction of airspace configurations. When using recorded radar data as input, our algorithms compute opening schemes which seem realistic, with a number of control sectors close to the real configurations recorded by the ATC center.

However, before considering a possible future use of our method in the operational context, it remains to be checked if such a realistic prediction could be made with the flight plans of the final traffic demand as input, instead of the radar tracks. It may be so, considering that the relevant complexity metrics are not so sophisticated, and that smoothed values of these metrics may be even more relevant. If the existing flight plan data is not accurate enough, we may expect that future 4D-trajectory planning requirements will allow to compute a good prediction of the opening scheme, two or three days before D-day.

Apart from the FMP/CFMU opening schemes, there are many potential applications to the neural network’s sector status prediction. As it is representative of how the current control sectors are being operated today, it could be used, for example, in real-time simulations to benchmark new working methods, new control tools, or changes in the airspace structure.

A more extensive testing and tuning of our algorithms is required first. In future research, we shall explore several ideas that could improve our method, like smoothing the computed schedule by introducing an anticipation window, or recombining sectors on a larger scale when merging decisions are issued. We could also try other complexity metrics that would exhibit less variations than the ones we used, as in real life the decision to split or merge sectors is not taken so often in a day. Such metrics could be obtained by averaging existing metrics over a short period of time. It may be useful to reflect the anticipation of future workload by using the predicted values of some metrics as input. Other types of neural networks, or other techniques, more adapted to dynamic discrete choices could also be tried.
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|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [1] | 2.84665 | 0.17517 | 1.99546 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [2] | -2.27209 | 0.69194 | -1.43059 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [3] | 0.54612 | -0.03906 | -0.92772 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [4] | 0.21848 | -0.00494 | -0.17895 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [5] | -0.05529 | 0.15634 | -2.54624 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [6] | -2.70640 | -0.20288 | -1.86718 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [7] | -1.15877 | -0.45567 | 0.72791 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [8] | 1.51563 | -1.53930 | 4.69227 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [9] | -0.12852 | 0.96259 | -5.75380 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [10] | 2.94595 | -2.15918 | 6.06944 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [11] | -1.35852 | -1.84205 | -0.31347 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [13] | -0.22352 | -5.55380 | -3.65490 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [14] | -0.59852 | -2.18205 | -1.31147 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |

**TABLE I**

Matrix $M_h$ of weights and biases for the connections between the input layer and the hidden layer.

|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [1] | 75.33756 | 195.42101 | -269.39478 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [2] | 46.33752 | 35.77978 | -83.11712 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [3] | -77.57276 | -52.77819 | 129.61192 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [7] | 47.64013 | 34.81970 | -82.17057 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [8] | 3.90553 | 0.69906 | -4.47156 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [10] | 7.13780 | -5.45104 | -2.09130 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
| [13] | 77.51679 | 51.23199 | -127.99521 |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |

**TABLE II**

Transpose of the matrix $M_h$ of weights and biases for the connections between the hidden layer and the output layer.