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KEYWORDS Abstract In safety-critical systems such as transportation aircraft, redundancy of actuators is
Actuator allocation: introduced to improve fault tolerance. How to make the best use of remaining actuators to allow
Fault tolerant control: the system to continue achieving a desired operation in the presence of some actuators failures is
Flight control; the main subject of this paper. Considering that many dynamical systems, including "ight dynamics
Linear quadratic (LQ) of a transportation aircraft, can be expressed as an input af‘ne nonlinear system, a new state repre-
problem; sentation is adopted here where the output dynamics are related with virtual inputs associated with
Nonlinear control the intended operation. This representation, as well as the distribution matrix associated with the

effectiveness of the remaining operational actuators, allows us to de“ne different levels of fault tol-
erant governability with respect to actuatorse failures. Then, a two-stage control approach is devel-
oped, leading “rst to the inversion of the output dynamics to get nominal values for the virtual
inputs and then to the solution of a linear quadratic (LQ) problem to compute the solicitation of
each operational actuator. The proposed approach is applied to the control of a transportation air-
craft which performs a stabilized roll maneuver while a partial failure appears. Two fault scenarios
are considered and the resulting performance of the proposed approach is displayed and discussed.
a 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. Thisis an
open access article under the CC BY-NC-ND licensentp://creativecommons.org/licenses/by-nc-nd/4.0/

1. Introduction

To meet the stringent reliability and safety requirements for
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systems are known to be complex nonlinear systems. Nowadays,
direct nonlinear control law design techniques such as sliding
mode control,” nonlinear inverse control® backstepping con-
trol  as well as combinations of these techniquésare available
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to provide improved control performances. However, since
these control design techniques do not consider explicitly
actuatorse failure scenarios, they should be completed to allow
the management of these hazardous situations. Then, the
control of these nonlinear systems while managing actuator
redundancy when facing control channelse failures remains a
challenge.

Two main active fault tolerant control strategies have been
developed to manage these failure scenarios depending on the
availability of a fault detection and identi“cation (FDI)
deviceé®: adaptive control and two-stage approaches (control
allocation). Adaptive control methods estimate online the
effectiveness of actuators and redistribute effects accordingly,
while control allocation techniques separate the control law
synthesis task from the actuator distribution task which is
dependent on the FDI diagnostic. It appears that the adaptive
control strategy provides acceptable results only in the case of
limited degradation of actuatorse effectiveness comparable
with a parameter change scenario. When using a control
allocation scheme, a large variety of failure cases can be
handled successfully depending on the FDI performance and
the controllability resulting from the remaining operational
actuators.

Over the past two decades, different control allocation
methods have been developed. The explicit ganging methiod
can be used when it is obvious as to how to combine redundant
actuators. The direct allocation method>attempts to match
the desired control efforts in both magnitude and direction.
Daisy chaining™® assumes a hierarchy of actuators and dis-
tributes the desired control efforts according to some priority.
Besides these direct methods, optimization based control
allocation methods making use of linear programming-®
quadratic programming,'’ even nonlinear programming®
have been proposed. The optimization based approaches try
to use the healthy actuators to the most possible degree as well
as guarantee the integrity of the system and performance when
some actuator failure occurs and has been detected and identi-
“ed successfully. Numerical approaches such as active set,
interior point and neural networks can be used to effectively
solve the resulting optimization problems®--*'and implement
them in an online control context. These approaches have been
applied in recon“gurable control allocation such as "ight
control, control of marine vehicles and robots!® 22

This paper considers the case of a complex nonlinear
system, provided with redundant actuators which are subject
to some partial actuator failure while performing a standard
maneuver. Here it is supposed that an FDI scheme produces
a timely exact diagnostic for the different actuators and con-
trol channels. Then a general two-stage approach to deal with
this situation is proposed. This approach makes use of an
output based state representation which is associated with
virtual inputs, which is output state representation with associ-
ated virtual inputs (OSVI), and the distribution of these virtual
inputs among the operational actuators. This new representa-
tion allows us to introduce some new concepts with respect to
fault tolerant governability and is in accordance with the
adopted two-stage approach. At the “rst stage, according to
the desired maneuver, virtual inputs are computed through
the use of a nonlinear control technique, while at the second
stage a control allocation problem, considering the remaining
operational actuators, is solved.

2. Output state representation with associated virtual inputs

Many dynamical systems admit a state space representation

termed input af‘ne:
Xn

xYafxbp g &Ry alp

¥l

where x 2 R" is the state vector representing the system
dynamics, y § ¥+ 1;2;...;mb the control input, f(x) and
gja(b §v11;2;...; mbthe smooth vector “elds of x.

When considering an output trajectory tracking problem
for this nonlinear system, a characteristic output vector must
be chosen and the corresponding output based state represen-
tation can be adopted to compute the corresponding control
signal according to a nonlinear control technique’> Let

y¥%h&b y2RP

be the chosen independent outputs, whelgx) is a smooth vec-
tor “eld of x. Itis supposed thatp < nand p < m. The output
based state vector is given by

h it
XY yiys . Ye o Y Y YR 2 20 2

&b

&ap

with gp djp 1P ¥n oAb

jva

wherer; § ¥ 1;2;...; pbis the relative degree of outputy;, and

z, d ¥4 1;2;...;gbthe inner dynamics. In the following text, it

is supposed that the output variables are chosen so that there
are no left internal dynamics and that the system is governable
when adopting these outputs. Then the output based state
representation can be written as

X Vi Fa&Xb p GaXbu &b

where u2 R™ is the control inputse vector, F(X) a vector of
dimensionn, and G(X)2 R" ™ a matrix with p non zero rows
at positions s;; ;. ..; S, given by
8 1
s  agp 1p
k¥al
X2
¥ agp 1p
k¥l

&b

Xe
5‘3]/4 &kblb

k¥4l

and with zero rows for any other positions.
Then, the OSVI is written as

X Y2 F&XP p Hv a7b

where H 2 R" P, whose &;k)th elements are 1 and other
elements are 0 which can be expressed as
Hek Yol &vl;2;...;pP

Hj %40  Otherwise

. . P
v is a vector with elementv; s [ G5 ;&XRy d %2 1;2;...;pR
with Gg;aXPthe (s;]) th element of matrix G(X), or
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vYaD&Xkh

whereDaXp 2RP ™ is the distribution matrix.

Eq. (7) introduces the vectorv of the p called virtual inputs.
Here contrary to Ref.? the virtual inputs are de“ned according
to the chosenp independent outputs. Then depending on the
considered maneuver, they can be de“ned differently according
to Eq. (3), (7) and (8).

From Egs. (7) and (8), it appears that the governability of
the chosen outputs as well as the degree of actuators redun-
dancy may be treated in two steps. The system E@5) will
be called governable with respect to the virtual inputs de“ned
by Eq. (8) sinceH is full rank. The virtual inputs will be called
fully covered by the control inputs if D(X) is full rank. Then
the target maneuver will be locally achievable and the system
will be called locally governable. When failures appear, the
column corresponding to the failed actuators should be
removed from matrix D. Let Dy, be the resultingD(X) matrix
without the columns corresponding to the failed actuators; j
and k . Then the system governability will be tolerant to faults
(i, j, k) when matrix Dy (X) is full rank. If this property is true
with any k failed actuators, whatever these actuators, this fault
tolerant governability property will be called kth order.

When an actuator failure case is identi“ed, the set of
control inputs S can be divided into the set of the operational
inputs S, of dimensionm,, and the set of the failed inputsS; of
dime)rgsion m:. Then Eq. (8) is rewritten as

Vi Ya Di,@(I:uj b Dik@(mk a 1/41;2;,,_;p|:>
j2So k2 S

fo =)

or
V¥4 Do&XR, p DX Ry

where D; and Dy are respectively the contribution of thejth

operational input and the contribution of the kth failed input

to the ith virtual input, D, 2 R? ™ the distribution matrix

associated to the identi“ed failure casey, 2 R™ the vector
of the remaining operational control inputs, D; 2 R ™ the

control effectiveness matrix related to the failed control inputs,
and us 2 R™ the vector of the failed control inputs which are
no more active and whose values are supposed known.

fo ]~

3. The proposed two-stage control approach

Now the control signal synthesis can be split into a virtual
inputse synthesis problem for system Eq(7) and a control
allocation problem to distribute the virtual inputs among the
remaining operational inputs following Eqg. (9). Some bene“ts
of adopting such strategy can be found as following.

When solving the virtual inputse control problem, it is not
yet necessary to take into account the physical constraints
attached to each operational actuator. This is fortunate since
few control techniques are able to take explicitly into account
input constraints. Then the actuator constraints as well as
other operational limitations can be more easily taken into
account when solving the control allocation problem.
Moreover, additional constraints can be taken into account
in the control allocation problem. Examples of possible addi-
tional constraints in "ight control application are: maximum
wing loading, maximum control surface de”ection, maximum
radar signature, maximum drag and minimum lift.

The computation of the necessary virtual inputs to achieve
output trajectory tracking is illustrated here with the nonlinear
inverse control technique®

Then, with the adopted assumptions, the output dynamics
Eq. (7) can be rewritten as

3 2 3
fib1p Fo,&XP
yap e Fe,8XP.
Ya b v fo1K0'=}
y3ob e Fs,OXP

where FsdXbdenotes thesth & % 1;2;.. . ; ppelement of F&XP

For a trajectory tracking problem, according to the nonlin-
ear inverse control technique, the virtual inputs can be chosen
as

&ip 1p

Vv, Yaygi Cik YiEkp yg?p aip

kv.0

FsoXb 8%1;2;...;pP

whereyv, is theith element of the chosen virtual inputs vector
Vv, Y4 the ith element of the desired output trajectoryyqy, while
the coef“cientscy are chosen so that the dynamics of the track-
ing error de“ned by e Y4y, vy %1;2;...;pR is asymptoti-
cally stable and converges towards zero. The tracking errors
dynamics are then given by

" *p ¢, g™"p
aval;2,...;pp

b ci€"p Gog ¥40
ax»

To limit the requested values of the virtual inputs, the
choice of the coef‘cientscy may be the result of a trade-off
between the characteristics of the transient dynamics of the
different outputs and the corresponding solicitations of the
remaining operational actuators.

A general scheme of the fault tolerant trajectory tracking
system based on this two-stage control approach is represented
in Fig. 1.

Once the virtual input values have been computed from
Eq. (11), the control allocation problem will distribute the
requested effects between the remaining operational actuators.
This point is discussed in the next paragraph.

4. Control allocation

4.1. Problem statement

To be effective, a control allocation method must generate an
online solution to Eq. (9). The virtual inputse solution given by

Eq. (11) provides the level constraints of the control allocation
problem to be solved online:

Do,Xhu, p DidX s Yav aL3p

Meanwhile, the problem should take into account the
remaining operational actuators constraints and limitations
which in general can be written:

umin 6 u,&P6 UM

. aldp
U™ 6 U,dP6 UM
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Fig. 1 The proposed fault tolerant trajectory tracking scheme.

where u", y"&, ymin and u™ are the limits of the minimum
and maximum positions and speeds for the operational actua-
tors, respectively.

When the controller operates with sampled signals at some
very short period Dt, then the online control allocation prob-
lem consists in practice in “nding a solutionuy, 2 R™ to the
constrained set of equations:

Y Ya DO@(tFuot with M Ya Vt Df@(tmft alsp
with
max uMMaX;PR Uy orp UMMEX(EDt 6 Ug al6p

Ut 6 min  uT®XR Ugt ot p ul™ X Hbt

where v, is the chosen virtual vector at timet, v the con-
tribution of operational inputs to v,, X; the output based state
vector at timet, uy; the current solution for operational actua-
tors at time t, uy.pr the previous solution for operational
actuators attimet Dt, and v the position of failed actuators
at time t.

The above control allocation problem can be rewritten as

Find Uy 2 R™ : % Y4 DUy aL7p
with
Lluo[ 6 lt 618'3

where Dy; 2 R? ™ s the distribution matrix at the current
time, L; 2 R?™ M the coef‘cient matrix, and I, 2 R®™ the
restriction condition at the current time.

SinceDy; is supposed to be full rank withp < m,, Eq. (17)
has an in“nite set of solutionsR;. Points in R™ satisfying con-
straints Eq. (18) constitute a feasible convex polyhedrorX.
According to the relationship betweenR; and X, four cases
(seeFig. 2) can be considered:

Case 4: X,
Case 3: X,

Case2: X,

Case 1: X,

Fig. 2 lllustration of the four different cases.

Case 1: the interior of seR;\ X is not empty and there is a
multiplicity of solutions inside it.

Case 2: the interior of setR;\ X, is empty but there is a
multiplicity of solutions at its border.

Case 3: the sefR;\ X, is reduced to a unique point and
there is a unigue solution.

Case 4: the seR;\ X, is empty and there is not even a
feasible solution.

4.2. Solution approaches

Rather simple methods such as explicit gangintf, direct
allocation™® and daisy chain® have been developed with the
objective of solving the control allocation problems such as
Egs. (17) and (18) These methods which do not generate
heavy computations are in general unable to tackle other
objectives than input distribution (Eg. (17)) and have no
capability to face additional inequality constraints which
may be necessarily considered to guarantee the structural
integrity of the system in a failure situation*

In the “rst two cases considered above, where a solution
must be selected among many feasible ones, an effective way
is to choose the closest feasible solution to the previous
solution u, o, at time t Dt (seeFig. 3). Here, u, will be
the solution of the linear quadratic (LQ) problem given by

Uy Yeargminfk Uoe Uy K2 U 2 R\ X,g agp

wherejj jj,, is an Euclidian distance overR™,

In the third case, the unique solution can be found either by
solving directly Egs.(17) and (18)or by searching a solution to
problem Eq. (19) through a non-feasible search approach.

Case 1: X,

Fig. 3 Selection of the closest feasible solution.



A two-stage approach for managing actuators redundancy and its application to fault tolerant "ight control

473

In the fourth case, sinceR; \ X is empty, the control objec-
tive given by Eg. (15) is not reachable for time t. Two
approaches can be considered:

(1) Choose the instant value ofu, when the error in the
instant control objective is minimized, this leads to solve the
problem:

Uy Yaargminfk % DoUok?, 5 Uo 2 X1Q 0P

which results in a small size LQ problem, in general easy to
solve.

(2) Adopt an approach similar to one of the predictive
controls;*> chooseu,, as the “rst solution component of the
following LQ problem over a time span KDt:

uﬁ?;"’lmfm Yipsk uot  Dotpak wotUotpsk ot @21p
with

Uotpsk 1m0t 2 Xipak 1r K Y2 1,2;...,KP azpr
where s 1, Doak 1t @nd Xipak wor (K=1, 2, ..., K) can

be computed or estimated in advance. In this case, the instant
satisfaction of the control objective is shifted to an overall
satisfaction over the period fromt to tp oK 1Ht and the
resulting LQ problem is no more so small.

4.3. Discussion

It appears that depending on the composition of the feasible
set of the control allocation problem, different mathematical
programming problems should be considered and solved
online to provide an effective control allocation. This should
be under the assumption that a device will be available to
identify online the composition of the current feasible set.
However, it should not be an easy task to be performed prior
to solving the control allocation problem.

The proposed solution is to retain a global control alloca-
tion formulation, valid for all the feasible set cases considered
above. This can be achieved for example by adopting an
optimization problem formulation:

n o
u, Yaargmin ckw Dy uotkﬁ10 P ux Uy o rzrb;um 2 Xy

a3p

which is again an LQ problem with a weighting factorc. The
value of ¢ should be chosen so that the original control objec-
tive is preserved.

In the discussion above, only physical constraints resulting
from the limitations of the actuators are considered for the
de“nition of the feasible setX,. However, the feasible sei,
may be completed by including additional constraints such
as structural or operational constraints.

To get online numerical solutions of the resulting LQ
problems, iterative methods such as active sét, interior
point*” or dedicated neural networks solverS?* have been
proposed recently.

5. Application to fault tolerant "ight control

Considering the size of modern transportation aircraft as well
as the safety issue, over-redundant control actuators which

Fig. 4 Aerodynamic surface of A340 wing.

contribute to the roll, pitch and yaw moments around three
main axes, are currently operatedrig. 4 shows an A340es wing
where six spoilers and two ailerons contribute mainly to the
roll moment.

Then the proposed approach is illustrated with the case of a
transportation aircraft supposed to perform a stabilized roll
maneuver while subject to limited actuatorse failures.

5.1. Formulation of actuator allocation problem

In the case of a stabilized turn the output variables are the
angular ratesp, g and r. Considering the equations of aircraft

rotational dynamics displayed inAppendix A, Eq. (A1) can be

rewritten as

XY 1% &lnxP pl M ®4p

wherex %Y q;r | is the inertial rotational velocity expressed
in the body-“xed reference frame, withp; g; r the roll rate, the
pitch rate and the yaw rate;l ¥a%;M;N T, with L;M;N the
roll, pitch and yaw aerodynamic torques respectively],, is
the matrix of inertial moments; x_is the inertial rotational
acceleration in the body-“xed reference frame; and is the
cross product operator.

This is an output based state representation with an input
af“ne form where the three natural virtual inputs are given by

vyl &sh

which is a linear combination of the roll, pitch and yaw
momentsL, M and N. Here the output variablesp, q and r
have relative degrees equal to zero while there is no internal
dynamics. The stabilized turn in a steady atmosphere is
performed at a constant "ight level z and at a constant air
speedV which induce a pitch trim value hy. Assuming a no
wind condition, then the stabilized turn is parameterized by
the steady bank angle/ o which should be related with the
target roll, pitch and yaw ratesp., g. and r. by the relations
(seeFig. 5, where g denotes the gravity acceleration is the
heading angle andm is the total mass of the aircraft):
g p. ¥4 & g=Vbtan/ ;sinhg
S G Ya @=Vbsin/ jtan/ 4 coshy

re ¥a @=Vpsin/ ,coshy

aeb

to avoid noticeable lateral load factors during this turn
maneuver.

Since the pitch trim valuehg is very small in a steady turn, it
will be considered thatp. and g, remain equal to zero during it,
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Lift

Fig. 5 Steady stabilized turn.

while p; will be changed from zero when driving the aircraft
into the entry and the exit of the stabilized turn. During the
whole roll maneuver, the target yaw rate will be given by
relation:

re ¥a @=Vbsin/ X7

where/ is the current bank angle given by the Euler equations
(Eg. (A2)). Then, according to the relative degrees of the
chosen outputs, to perform the maneuver in this standard
way, the following “rst order desired dynamics are adopted
for the body angular rates of the aircraft:

8
E le/“a)c pdp:sp
> le/“aqc quCSq

rg ¥%a & rqbss

a8p

wherepg, gq and ry denote the desired output trajectoriessy, sq
and s, are time constants which are chosen to insure a short
time response while limiting the corresponding efforts on the
aircraft structure.

According to nonlinear inverse control and with Egs. (24)
and (25), the corresponding virtual inputs vector associated
with the above de“ned stabilized roll maneuver is given by

vV %K ', xPpl % & 1xP a9%p

where K ¥4 diagds,; Sq; SR X ¢ ¥4 ¥, Oc: Ie T

Here, the effectiveness of the different aerodynamic actua-
tors to perform the considered roll maneuver appears through
the contributions of their angular de”ections to the roll, pitch
and yaw torque, which according to Egs. £3) and (A4) can be
written as

|2k
M ¥M%%e; b;p;g;r;V;zP b

j2IM
N ¥aN°&; b;p;q;r;Vizbp  CNov;zHd

i2IN

cMov; zHd,

8 X
% L vaL%ab;p;q;r;Vizbp  CHaV;zh,
% as0op

wherea is the angle of attack;b is the side slip angleq; is the
de’ection of ith actuator; C:;CM and C! denote the
contribution of ith actuator to aerodynamic torquesL, M
and N, respectively;L° M° and N° denote the aerodynamic
torques L, M and N except the contribution of actuators,
respectively, and they can be expressed as the functions of
statesa, b, p, q, r, V and z; the set of all actuatorsl is

[ Yalb[ M N &B1p

with It the set of actuators contributing to the roll moment, 1M
the set of actuators contributing to the pitch moment , andI™
the set of actuators contributing to the yaw torque. Here it is
supposed that each aerodynamic actuator is submitted to
position and rate constraints given by

(G
d™6 d 6 d"*
drmin 6 dﬁbG drmax

21p 32p

where g™, d™, d™ and d"* are respectively the limits of
minimum and maximum positions and speeds for the
actuators.

Global aerodynamic torques Eq.(30) generated by aircraft
aerodynamic actuators can be rewritten in a global af‘ne form
as

| %1°p Cd B3p

wherel %, %% M%N° ';C 2 R% 'l is the effectiveness matrix
of actuators; d 2 R is the vector of actuatorse positions.
When some actuator failure case is identi“ed, the actuators
setl is divided into the set of operational actuatorsl, and the
set of failed actuatorsls. According to Egs. (25) and (33) the
virtual inputs generated by aerodynamic actuators are given by

v¥1. '8 °%p Cidi p Codob 34p

where di 2 R is the vector of the failed actuators which are
no more active and whose values are supposed known, and
C; 2 R%1 ' js their effectiveness matrixd, 2 R' is the vector
of the remaining operational actuatorse inputs, and
C, 2 R%i M s their effectiveness matrix.

When the controller operates in a short sampling period,
the online control allocation problem is to “nd a solution
d,, 2 R to the constrained set of equations:

Y Ya Doa(tlido[ &Sp
with
( . _
max d™":d, mnpt 6 d
o) ot Dt b dn ot 636'3

ot 6 Min d™ do; o p AMDE

where dy 2 R is the operational actuatorse inputs vector
at time t; Do(X) = 1,'Co and w %K ‘&, xPpl}
Xe (Imx) ] 1,1 (1°+ Cidy), with x; a vector consists of
p, qand r at time t and d; 2 R the failed actuatorse inputs
vector at time t.

Then, following the approach developed in Sectiorb.1, an

LQ problem can be formulated as
n 0
min ¢ w |, 'Coly 2b ot 2

ot

do; o &B7P
with the constraints of Eq. (36). Here c is a positive weight and
d, o is the solution at timet Dt.

5.2. Solution of actuator allocation problem: numerical
examples

The proposed control allocation approach is illustrated by
adopting the "ight mechanics of the research civil aircraft
model (RCAM), 2® which has the characteristics of a wide body
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transportation aircraft with a constant mass of 120000 kg.
Then it has been considered that this aircraft is equipped with
two pairs of ailerons, two pairs of elevators and a pair of
rudders. The considered control actuator architecture has
been chosen to be “rst order with respect to fault tolerant
governability. The position and rate limits of these actuators
are given inTable 1

The desired maneuver is a stabilized roll with target dynam-
ics given by Eq.(28) with time constantss,, s; and s; equal to
1/3 s which is ten times larger than current time constants for
these particular aircraft actuators. This maneuver is supposed
to be performed in a no wind atmosphere at "ight level 3000 m
with a speed of 124 m/s.

To check the feasibility and performances of the proposed
two-stage control approach for online "ight fault tolerant con-
trol, two fault scenarios have been considered: a soft one where
only a de”ection rate is affected by a fault and a hard one
where a main actuator remains stuck at a nonzero position.

In both numerical applications, the sampling time adopted
by the digital control system of the different actuators is taken
equal to 0.05s. The retained values for the weights of the
optimality criterion Eq. (37) have been:c ¥ 10° and 1 for all
the weighting parameters. A dedicated neural networks
solver® has been used online to “nd the solutions for the
resulting successive LQ problem (Eqs(36) and (37). This
has been possible considering the very short computation time
(around 10 ® s) needed by this class of neural networks solver
to converge to the solution of each actuator allocation prob-
lem instances expressed as LQ problems.

In the soft fault scenario, it is assumed that all actuators are
operational except for the rate limits of the right outer aileron
which changes to £5 ( )/s att =1 s. But since it is still able
to operate positively, it is considered that it can still contribute
to the solution of the actuator allocation problem. The input
signals for ailerons are displayed inFig. 6 which provide

Table 1 Parameters of actuators under nominal condition.
Actuator Number of actuator Position limit Rate limit
Aileron 4 25 to 25 25 /sto 25 /s
Elevator 4 25 to 10 15 /sto 15 /s
Rudder 2 30 to 30 25 /sto 25 /s
25

z

2

£

g

<

Fig. 6 Distribution of input signals for ailerons in soft fault
scenario.

the main contribution to the roll maneuver, where

Ca 4 Y4 1; 2; 3; 4brepresents the aileron commands. The result-
ing aircraft performance during the maneuver is displayed
from Fig. 7, wherep,., and py. denote the real and desired roll

angular rate, ¢, and gy the real and desired pitch angular
rate and r., and rqes the real and desired yaw angular rate.
It appears that in spite of the rate degradation of an aileron,

the aircraft is able to proceed in a standard way with the
considered maneuver.

A more serious fault case (or hard fault scenario) has been
considered where an actuator deactivates and cannot be used
anymore in the actuator allocation process. Here it has been
assumed that the right outer aileron remains stuck at its

Amplitude ((°)/s)
N

Start of fault

o 2 4 6 8 10
Time (s)
(a) Roll rate

0.05

0.03

Start of fault
0.01

-0.01

Amplitude ((°)/s)
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I T T S T
Time (s)
(b) Pitch rate

35

Amplitude ((°)/s)
— N
W wn

o
W
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2 4 6 8 10
Time (s)
(c) Yaw rate

Fig. 7 Aircraft performance with actuator allocation in soft
fault scenario.
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Fig. 8 Distribution of input signals for ailerons in hard fault
scenario.

current position starting att = 1 s. Fig. 8 displays the resulting
time history for the different ailerons, including the failed
one. Then from Fig. 9, the resulting aircraft performance is
displayed showing also an acceptable performance during the
desired maneuver.

It is clear that the satisfactory results obtained in these two
failure scenarios are a direct consequence of the chosen control
actuator architecture which is “rst order with respect to fault
tolerant governability.

6. Conclusions

In this study, fault tolerant control has been considered in the
case of output trajectory tracking for input af‘ne nonlinear
systems. A new state representation has been introduced to
tackle this situation. One the one hand, this new state represen-
tation allows to introduce new concepts and conditions for
fault tolerant governability and on the other hand it gives
support to the proposed two-stage control strategy. Both
stages have been analyzed and particular solution approaches
(nonlinear inverse control and LQ programming) have been
developed. Then it has been shown that the application of
the proposed strategy to an aircraft performing a standard
maneuver (a stabilized roll maneuver) is straightforward.
However, many questions remain to be solved to turn
effective the proposed approach in the "ight control domain.
Some important ones are
Fig. 9 Aircraft performance with actuator allocation in hard
.. How to cope with the succession of standard maneuvers fault scenario.
composed of a typical "ight plan in the presence of actuator
failures? Appendix A. Aircraft rotation dynamics
. How to introduce an aircraft recon“guration scheme,
based on the control of the secondary actuators, to improve  The equation for the rotational movement of a rigid aircraft in
the effectiveness of the remaining operational primary the body reference frame can be expressed as
actuators to perform the current intended maneuver? X p X & lmxb¥d SA1P

The answers to these questions should lead to the design of ~ The angular rates’, h.and w, of respectively the rates of the
an effective actuator redundancy management (ARM) bank angle/ , the pitch angleh and the heading anglew, are
function. related with the p, g and r angular rates by the Euler equations:

Fi_nally, in this stqdy, FDI and ARM functions are g [_Yipb tanhdsin/ p rcos/ b
considered to operate in sequence, while it appears of interest ]
to study their integration, especially when FDI is also based > P¥2qcos/  rsin/ 8A2p
on analytical redundancies extracted from the OSVI ~ w%¥ dsin/ p rcos/ P=cosh
representation.
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The aerodynamic moments along each body axis are given

by

8

> L Y4qazbv2sIC=2

o M ¥iq&p/?sICy=2
N ¥4 qdzbv/2SIC,=2

dA3Pp

whereC,, C,, and C, are the roll, pitch and yaw dimensionless
aerodynamic coef“cients respectivelyy is the airspeedg(z) is
the density of air depending on the "ight levelz; S and | are the

reference area and the length speci‘c to a given aircraft,

respectively.

The dimensionless coef‘cients of the main axis aerody-

namic torques can in general be expressed as
8
2 G %Cob Cpbp Cppl=V p Cyrl=V p Cigdy b Cig 0
S Cin % Crop Ca@p Crngdl=V P CrogyGins P Cina, Gy
Ch%Crob Csbp Cnpp|:V p Curl=VD Cndpdp b Cna.dr
A4p

where Cj (i 2{l;m;n}, j2f0;ab;p;q;r;dy;dy; dr; dins}) are
dimensionless aerodynamic derivativesy,, dq, d. correspond

to the aileron, elevator and rudder deections, respectively;

while dys is the de”ection of the trimmable horizontal stabili-
zer, if any.
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