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ABSTRACT  
When designing a representation, the designer implicitly 
formulates a sequence of visual tasks required to understand and 
use the representation effectively. This paper aims at making the 
sequence of visual tasks explicit, in order to help designers elicit 
their design choices. In particular, we present a set of concepts 
to systematically analyze what a user must theoretically do to 
decipher representations. The analysis consists in a 
decomposition of the activity of scanning into elementary 
visualization operations. We show how the analysis applies to 
various existing representations, and how expected benefits can 
be expressed in terms of elementary operations. The set of 
elementary operations form the basis of a shared language for 
representation designers. The decomposition highlights the 
challenges encountered by a user when deciphering a 
representation, and helps designers to exhibit possible flaws in 
their design, justify their choices, and compare designs. We also 
show that interaction with a representation can be considered as 
facilitation to perform the elementary operations. 

Categories and Subject Descriptors 
H.5.2 User Interfaces Ð Evaluation/methodology, Screen design.  

General Terms 
Design, Human Factors. 

Keywords 
Visualization, Infovis, Design Rationale, Visual design, 
Interaction.  

1. INTRODUCTION 
Designing representation is often considered to be a craft. The 
design activity requires multiple iterations that mix ad-hoc 
testing, discussions with users, controlled experiments, and 
personal preferences. These ways of designing are either costly 
(controlled experiment), error-prone (ad-hoc testing) or lead to 
non-optimal results (personal preference). Though a number of 
theoretical works help to explain the strengths or weaknesses of 
a representation,1-7 no systematic method exists that would help 
designers to assess their design in an a priori manner, i.e., before 
user experiments. As suggested in 8, such a method would help 
not only for formative purposes, but also as a summative 
evaluation before actual user experiments. 

When designing a representation, a designer implicitly 
formulates a way to understand and use the representation 
effectively. For example, reading a city map requires scanning 

it, finding noteworthy locations (metro stations, connections...), 
devising a path to go from one point to another, etc.9 For a user, 
except for very specialized graphics and narrow tasks, figuring 
out a representation is like interacting using the eyes only: a user 
has to figure out a solution to his task at hand by scanning the 
picture, seeking graphics, memorizing things, etc. The 
succession of these small visualization operations induces a cost 
that deserves to be evaluated before acceptance of a final design. 

We suggest that most design decisions can be explained by the 
willingness of the designer to reduce the cost of deciphering the 
representation. However, there is no common core of concepts 
that allows designers to precisely express the rationale behind a 
design decision. This hinders the design process because it 
makes it hard for designers to explain to users and stakeholders 
why a representation is suitable for their tasks (justification), and 
how a new prototype is better than a previous one (comparison). 
Furthermore, they cannot justify their choices in a design 
rationale document, which makes the decisions susceptible to 
disappearance in future evolutions of the system. 

This paper presents a set of concepts for analyzing how a user 
deciphers a representation. It relies on and extends previous 
works about visual scanning and design elicitation. The goal of 
the paper is not to show better designs for a particular problem. 
Rather, the goal of the paper is to present an analysis that 
exhibits the steps required to figure out a particular 
representation, and helps justify design choices and compare 
representations.  

2. RELATED WORK 
We based our work on previous studies that can be roughly 
divided into three groups. The first group concerns eye gaze, 
representation scanning, and models of visual perception; the 
second concerns visual task taxonomies; and the third concerns 
design formulation. 

2.1 Eye gaze, scanning, visual perception 
Eye tracking enables researchers to analyze what users look at 
when solving a problem. However, a large part of the literature 
is devoted to how to process tracking data in order to analyze 
it.10-12 Furthermore, the state of the art in this field still 
experiments with very low-level designs and abstract 
graphics,13,9 far from the richness of todayÕs visualizations. A 
number of findings are interesting and may help the design of 
representations, but they are hard to generalize and use in a 
prescriptive way.14 



The ACT-R model aims at providing tools that simulate human 
perception and reasoning.23 However, the tool is not targeted 
towards designers, as its purpose is to model human behavior so 
as to anticipate real-world usage. It does not take into account 
some arrangements such as ordered or quantitative layout, nor 
does it support a description of how a representation is supposed 
to be used. ACT-R has tentatively been used to carry out 
autonomous navigation of graphical interface, together with the 
SegMan perception/action substrate.15 However the interfaces 
used as testbeds are targeted toward WIMP applications, which 
do not exhibit high-level properties available in rich 
visualization. 

UCIE (Understanding Cognitive Information Engineering) is an 
implemented model of the processes people use to decode 
information from graphics.16 Though targeted on graph 
visualization, UCIE relies on perceptual and cognitive 
elementary tasks similar to the ones presented here. Given a 
scene, UCIE can compute a scan path, and an estimation of the 
time needed to get information (with mixed results). However, 
this work is more targeted at showing the effectiveness of the 
predictive model than describing the tasks with enough details to 
enable designers to analyze their own design and justify it. 
Furthermore, the tasks do not include operations such as 
entering and exiting, or following a path, and their description 
lack considerations on interaction. 

The semiology of graphics is a theory of abstract graphical 
representation such as maps or bar charts.4 It describes and 
explains the perceptual phenomenon and properties underlying 
the act of reading abstract graphics. In his book, Bertin defines 
three levels of reading a representation: the elementary level, 
which enables the reader to ÒunpackÓ visual variables of a single 
mark, the middle level, which enables the reader to perceive a 
size-limited pattern or regularity, and the global level, which 
enables the reader to grasp the representation as a whole, and see 
at a glance emergent visual information. Bertin (4 p148) pointed 
out the problem of scanning in what he terms ÒfigurationÓ (i.e., 
bad representation). He briefly depicts how the eye scans a 
graphic. During scanning, the eye jumps from one mark to the 
next, while experiencing perturbation by other marks. The eye 
then focuses on particular marks to gather visual information. 

2.2 Visual task taxonomies 
Casner designed BOZ, a tool that automatically generates an 
appropriate visualization for a particular task.17 BOZ takes as 
input a description of the task to support and relies on a set of 
inference rules to generate a visualization that maximizes the 
use of the human perceptual system. In the following, we use the 
set of perceptual operators embedded in BOZ, such as Òsearch 
(an object with a given graphical property)Ó, Òlookup (a property 
given an object)Ó, and Òverify (given a property and an object, 
that this object has the property)Ó. 

Zhou and Feiner designed IMPROVISE, another automatic tool 
to design representations.18 Zhou and Feiner have refined the 
visual analysis into multiple levels: visual intents, visual tasks, 
and visual techniques. Visual tasks include emphasize, reveal, 
correlate, etc. A visual task may accomplish a set of visual 
intents, such as search, verify, sum or differentiate. In turn, a 
visual intent can be accomplished by a set of visual tasks. A 
visual task implies a set of visual techniques, such as spatial 
proximity, visual structure (tables, networks), use of color, etc. 

2.3 Design formulation 
The GOMS Keystroke-Level Model (KLM) helps to compute 
the time needed to perform an interaction.19 The Complexity of 
Interaction Sequences (CIS) model takes into account the 
context in which the interaction takes place.20 Both KLM  and 
CIS are based on descriptive models of interaction, which 
decompose it into elementary operations. They are also 
predictive models, i.e., they can help compute a measurement of 
expected effectiveness and enable quantitative comparisons 
between interaction techniques. These tools have proved to be 
accurate and efficient when designing new interfaces.19,20 We 
relate our work to KLM in the section where we discuss the 
relationships between visual scanning and interaction. 

The speech acts theory,21 originally aimed at analyzing the 
human discourse, was extended for describing the user's 
multimodal interaction with a computing system.22 It provides a 
successful example of using a model that captures the essence of 
an interaction modality (speech) and extending it to describe 
combinations of this modality and others (such as gestures). Our 
approach to the combination of visualization and interaction can 
be compared to this. 

Green identified cognitive dimensions of notation, which help 
designers share a common language when discussing design.23 
The dimensions help make explicit what a notation is supposed 
to improve, or fail to support. Cognitive dimensions are based 
on activities typical of the use of interactive systems such as 
incrementation or transcription. However, they are high-level 
descriptions and do not detail visualization tasks. Our work has 
the same means and goals (description and production of a 
shared language) as cognitive dimensions, but specialized to 
visualization. 

3. IDEALIZED SCANNING OF 
REPRESENTATION 
As previously stated, when designing a representation, a 
designer implicitly formulates a method required to understand 
and use the representation effectively. The work presented here 
is an analysis of this method that provides a way to make it 
explicit. 

When trying to solve a problem using a representation, a user 
completes a visualization task by performing a set of visual and 
memory operations. A visualization task can be decomposed 
into a sequence of steps pertaining to the problem at hand (e.g., 
Òfind a bus lineÓ). Each step requires that a sequence of 
elementary visualization operations be accomplished. 
Operations include memorizing information, entering and 
exiting from the representation, seeking a subset of marks, 
unpacking a mark and verifying a predicate, and seeking and 
navigating among a subset of marks. As we will see below, 
operations are facilitated by the use of (possibly) adequate visual 
cues, such as BertinÕs selection with color, size or alignment.4 In 
terms of the model proposed in 8, we target the 
encoding/interaction technique design box. 

In the following, we analyze idealized scanning of 
representations. We use ÒidealizedÓ in the sense that the user 
knows exactly what she is looking for, knows how to use the 
representation so as to step through with the minimum necessary 
steps, and uses only the available information in the 
representation otherwise stated. Thus, we do not take into 
account other phenomena such as learning, understanding, error, 


















