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Abstract—One of limitations of the current GNSS signals is their low data information rate. This low data information rate does not allow, for example, the transmission of additional commercial services or the transmission of redundant ephemeris data. The Code Shift Keying (CSK) is a signaling technique specifically designed to increase the transmission bit rate of a spreading spectrum signal. Therefore, one solution to increase the data information rate of the GNSS signals is to introduce the CSK technique in them.

In this paper, the implementation of the CSK technique into GNSS signals is inspected through the development and analysis of the likelihood ratio expression of the bits transmitted inside a CSK symbol, and through the identification of the best mapping between bits belonging to a word and bits transmitted inside a CSK symbol. Finally, the impact of the CSK technique on the GALILEO E1 signal is analyzed by calculating the CSK demodulation performance for a given scenario and the drawbacks of the technique on the signal acquisition and tracking processes.
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I. INTRODUCTION

The current and future GNSS signals such as GPS L2C, GPS L5, GPS L1C and GALILEO E1 signals have improved the demodulation performance of the original GPS L1 C/A signal by means of new navigation message structures, the implementation of more advanced channel codes and the introduction of interleavers.

One last option still to be explored in order to improve the demodulation performance of these signals is the increase of the temporal diversity of the transmitted information by increasing the repetitions of the satellite ephemeris data in order to allow the receiver to obtain the information more quickly or to accumulate the information for a lower required demodulation C/N0 threshold.

Moreover, the mass market of the GNSS systems is still growing and new applications as well as services which were not thought as useful or profitable in the past can now present themselves as great commercial opportunities.

The problem with these future services, as well as with the repetition of the ephemeris data, is the lack of available signal transmission bit rate of the GNSS signals.

In order to increase the GNSS signals data information rate, we introduce a signalling technique specially designed to increase the transmission bit rate of a spreading spectrum signal. This technique is known as Code Shift Keying or CSK. The CSK signalling technique consists in circularly shifting each transmitted PRN code in order to represent with each circularly shifted version of the PRN code a different CSK symbol mapping a fixed quantity of bits. Therefore, if each period of the data channel PRN code is equal to the duration of the data symbol, the bit transmission rate is increased proportionally to the number of bits mapped by a CSK symbol.

In this paper, first we present the fundamentals of the CSK signalling technique. After, we analyze the CSK technique by first presenting its general demodulation performance when using hard decision output demodulators. Second, we develop the theoretical mathematical expressions of the likelihood ratios of the bits mapped by a received CSK symbol. Third, we analyze what is the optimal mapping between the bits of the code words to be transmitted and the bits mapped by a single CSK symbol.

Moreover, the demodulation performances of the GALILEO E1 signal when implementing the CSK technique for different number of bits mapped by a single CSK symbol is presented for hard decision output demodulators and for soft output demodulators when the information is protected by an LDPC channel code.

Finally, the drawbacks introduced by the CSK implementation to a modern GNSS signal on the acquisition and tracking processes are presented.

Note that the CSK technique is implemented in the LEX signal of the Japanese global positioning service, QZSS, as indicated in the public released interface specification [1].
II. CSK FUNDAMENTALS

The CSK fundamentals consist of the CSK definition, of the mathematical characterization, of the CSK modulator and demodulator block schemes and of the biorthogonal CSK.

A. CSK Definition

The Code Shift Keying is a direct-sequence spread-spectrum (DS-SS) signaling method which overcomes the spreading gain versus data rate limitations [2].

The CSK is a form of M-ary orthogonal signaling over a communication channel [3] since M orthogonal signaling waveforms are used in order to transmit \( k = \log_2(M) \) bits. The special characteristic of the CSK modulation with respect to the typical M-ary orthogonal signaling is that each waveform is obtained from a different circular phase shift of a single maximal length PRN code; where each circular phase shift is made by an integer number of chips [2]. In other words, the CSK modulation generally adopts a maximal-length sequence (m-sequence) with its period equal to M as its fundamental sequence. And each set of input data bits is represented by a signaling code, where each signaling code is obtained by cyclically shifting the adopted fundamental sequence. Each cyclically shifted sequence is assumed to be a full period version of the fundamental sequence [4].

B. CSK Mathematical characterization

Each single CSK symbol modulates \( k \) bits using the CSK technique. The number of circularly shifted versions of the fundamental code is equal to M, where \( M = 2^k \). The CSK fundamental code is called \( c_{d}(t) \) and has a period length equal to \( T \) which spans over \( L \) chips. \( L \) is not necessarily equal to \( M \) and the chip interval is equal to \( T_{c} \). From this fundamental code \( c_{d}(t) \), the modulator generates the \( M \) circularly shifted versions of the code which are called \( c_{d}(t), \ldots, c_{d,M-1}(t) \). Each symbol is represented by different \( k \) bits, and the set of symbols generates a M-ary alphabet. Moreover, each circularly shifted version of the fundamental code is also called waveform. A mathematical expression of a generic circularly shifted version of the code is shown below:

\[
\begin{align*}
    c_{d,x}(t) &= c_{d}\left[ \left( t - m_x \cdot T_{c} \mod (L, T_c) \right) \right] \quad x = 0..M - 1 \quad \text{(1)} \\
    c_{d,x}(k) &= c_{d}\left[ k - m_x \mod L \right] \quad \text{(2)}
\end{align*}
\]

- \( m_x \): Integer number representing the code shift of the \( x^{th} \) waveform

Once the waveform has been selected, it is modulated at a carrier frequency \( \omega_0 \) and after its transmission through an AWGN channel the received signal at the receiver antenna output can be modeled as:

\[
\begin{align*}
    v(t) &= s(t) + n(t) \quad \text{(3)} \\
    s(t) &= A \cdot c_{d,x}(t) \cdot \cos(\omega_0 t) \quad \text{(4)}
\end{align*}
\]

- \( v(t) \): Received signal at the receiver antenna output
- \( s(t) \): Transmitted signal at the transmitter antenna input
- \( n(t) \): AWGN with power equal to \( \sigma^2 \).

C. Modulator Block Scheme

The modulator scheme of a CSK transmitted signal can be modeled as shown below:

\[
\begin{align*}
    &\text{Input Data} \rightarrow n(t) \rightarrow \text{Code Phase Select} \rightarrow c_{d}(0) \rightarrow \text{Transmitted Signal} \\
    &\text{PRN Sequence Generator} \rightarrow c_{d}(M-1) \\
    &\text{Code Chip Delay} \rightarrow A \cos(\omega_0 t)
\end{align*}
\]

Figure 1. CSK Modulator Block Scheme

D. Demodulator Block Scheme

One possible demodulator block scheme is presented. This demodulator block uses Fourier and Inverse Fourier transforms [5] whereas another possible demodulator scheme uses matched filters, one filter for each circularly shifted version of the PRN code. Nevertheless, the mathematical expression of the output of each demodulator is the same.

\[
\begin{align*}
    \text{Received Signal} \rightarrow \text{Fourier Transform} \rightarrow s(t) \rightarrow \text{Inverse Fourier Transform} \rightarrow w(t)
\end{align*}
\]

Where \( w(t) \) is the received signal at the RF/IF block output. Each component of the vector represents the correlation between the received signal and a circularly shifted version of the fundamental PRN code.

Assuming that \( w(t) \) can be mathematically modeled as:

\[
w(t) = s(t) + n(t) \quad \text{(5)}
\]

- \( n(t) \): Additive narrow-band Gaussian noise with a power \( \text{PN} = B \cdot N_0 \)
- \( B \): RF/IF filter bandwidth

The mathematical expression of the output of the CSK demodulator block scheme is:

\[
y_i = \begin{cases} 
    \pm n_j & x = i \\
    n_j & x \neq i 
\end{cases} \quad i = 0..M - 1 \quad \text{(6)}
\]

- \( n_i \): Independent narrow-band Gaussian noises with power equal to \( \sigma^2 = R_s \cdot N_0 \)
- \( R_s \): CSK symbol transmission rate

E. Biorthogonal and Orthogonal CSK

In addition to use \( M \) circularly cyclic shifts of the fundamental PRN code to encode \( k = \log_2(M) \) bits, we can also use the polarity of the fundamental PRN code in order to...
map one extra bit with the same number of M circularly cyclic shifts as done in the M-ary biorthogonal signaling technique. Therefore, in this paper, we call orthogonal CSK the CSK method inspired from the M-ary orthogonal signaling technique and biorthogonal CSK to the CSK method inspired from the M-ary biorthogonal signaling.

Note that a M-ary biorthogonal signaling method is equivalent to a M/2-ary orthogonal signaling method where the two polarities –or signs– of the M/2 different symbols are used.

III. CSK IMPLEMENTATION INTO A GENERIC GNSS SIGNAL

In this section, the characteristics of a CSK technique implemented on a generic GNSS signal are analyzed. These characteristics are the CSK demodulation performance when using a hard output decisions, the likelihood ratio expressions of the CSK bits and the optimal CSK mapping between the bits belonging to a word and the bits transmitted inside a CSK symbol.

A. CSK theoretical hard decision demodulation performance

The CSK is a type of M-ary orthogonal signaling (MOS) as verified by [5]. Therefore, the hard demodulation performance in terms of BER as a function of the E_s/N_0 has already been calculated and largely commented in the literature [6].

The same can be said for a biorthogonal CSK with respect to a M-ary biorthogonal signaling.

The BER of an orthogonal CSK as a function of the message E_s/N_0 is equal to [6]:

\[
P_e = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-y^2/2} dy = \sqrt{2\pi} P_m
\]

\[
BER = \frac{2^{b-1}}{2^k-1} P_m
\]

\[
E_s = E_s - 10 \cdot \log_2(k)
\]

- E_s/N_0: signal symbol energy per symbol to noise power density ratio
- P_m: Probability of orthogonal CSK symbol error

The BER of a biorthogonal CSK as a function of the E_s/N_0 is equal to [6]:

\[
P_e = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-y^2/2} dy = \sqrt{2\pi} P_m
\]

\[
BER = \frac{2^{b-1}}{2^k-1} P_m
\]

- E_s/N_0: signal symbol energy per symbol to noise power density ratio
- P_m: Probability of biorthogonal CSK symbol

B. CSK likelihood ratios mathematical expressions

The bits transmitted inside the CSK symbols will very probably be encoded with a channel code in order to decrease the E_s/N_0 required to obtain a desired BER. The most powerful channel codes use soft inputs; therefore in order to implement these channel codes, the likelihood ratio (LR) expressions of the bits transmitted inside a CSK symbol have to be developed.

1) M-ary orthogonal signaling likelihood ratio expression

The likelihood ratio (LR) of the transmitted m\textsuperscript{th} bit (b_m) of an orthogonal CSK is defined as shown below:

\[
LR(b_m) = \frac{P(b_m = 1 | \mathbf{Y})}{P(b_m = 0 | \mathbf{Y})}
\]

This expression when the transmitted bits are equiprobable is equal to:

\[
LR(b_m) = \frac{P(Y | b_m = 1)}{P(Y | b_m = 0)}
\]

The numerator and denominator probabilities cannot be directly obtained since the probabilities obtained from the observation of the Y vector (CSK demodulator) determine the probability of receiving a symbol rather than the probability of receiving only one individual bit.

The observed probability expression for a given group of transmitted bits or symbol is shown below.

\[
P_{\text{observed}}(Y | b_m) = \sum_{x_m} \sum_{x_{m-1}} \ldots \sum_{x_0} P(Y | b_m) \cdot P(b_m = x_m) \cdot P(b_{m-1} = x_{m-1}) \cdots P(b_0 = x_0)
\]

From equation (14), the probability of receiving Y when b_m is equal to 0 or to 1 can be calculated as presented next:

\[
P(Y | b_m = 1) = \sum_{x_m} \sum_{x_{m-1}} \ldots \sum_{x_0} P(Y | b_m = 1) \cdot P(b_m = x_m) \cdot P(b_{m-1} = x_{m-1}) \cdots P(b_0 = x_0)
\]

Note that in equation (16), the only summation which is not applied is the summation having as subindex x_m.

The summation having as subindex x_m has to be interpreted as shown below.

\[
\sum_{x_m} \sum_{x_{m-1}} \ldots \sum_{x_0} P(Y | b_m = x_m) \cdot P(b_m = x_m) = P(b_m = 1) \cdot P(b_m = 0) + P(b_m = 0) \cdot P(b_m = 0)
\]

Since the bits are equiprobable, equation (16) is simplified to:

\[
P(Y | b_m = 1) = \sum_{x_m} \sum_{x_{m-1}} \ldots \sum_{x_0} P(Y | b_m = x_m) \cdot P(b_m = x_m)
\]
The individual terms of equation (18) can be determined since they are the probability of the Y vector observation when a determined group of bits, B_k, is transmitted. Using equation (14), the previous expression can be expressed as:

$$P(Y|b_m = 1) = \frac{1}{M} \sum_{n} P(Y|B^{k}_{n \neq b_{m1}})$$

(19)

- \(B^{k}_{n \neq b_{m1}}\): Set of k bits mapped by symbol n. The bit \(b_{m}\) of symbol n is equal to 1.

The conditioned probability of the Y vector observation can be expressed as:

$$P(Y|B^{k}) = P(y_{1}|B^{k}) \cdot P(y_{2}|B^{k}) \cdot \ldots \cdot P(y_{M-1}|B^{k})$$

(20)

From equation (6), the conditioned probability of each individual component observation can be modeled as a Gaussian variable with variance equal to \(\sigma^2\), and with a mean that depends on the transmitted groups of bits, \(B^{k}_{n}\), the mean of the \(y_{i}\) component observation is equal to 1 if the transmitted group of bits, \(B^{k}_{n}\), is mapped by the M-ary orthogonal symbol \(i\); in other words, if \(i\) is equal to \(n\). Otherwise the mean is 0.

The probabilities of the observation of the Y vector components when the group of bits, \(B^{k}_{n}\), is transmitted are:

$$P(y_{i}|B^{k}_{n}) = \begin{cases} \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{1}{2} \frac{y_{i}^2}{\sigma^2} \right) & i \neq n \\ \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{1}{2} \frac{(y_{i}-1)^2}{\sigma^2} \right) & i = n \end{cases}$$

(21)

Therefore, expression (20) is equivalent to:

$$\frac{1}{\sqrt{2\pi\sigma^2}} \cdot \exp \left( -\frac{1}{2\sigma^2} \sum_{j=i}^{M-1} y_{j}^2 \right) \cdot \exp \left( -\frac{1}{2\sigma^2} (2 \cdot y_{i} - 1) \right)$$

(22)

Finally, equation (19) can be written as shown below:

$$P(Y|b_m = x_m) = K(Y) \cdot \sum_{b_{m1} = x_m} \exp \left( -\frac{y_{i}}{\sigma^2} \right)$$

(23)

$$K(Y) = \frac{1}{2M\sqrt{2\pi\sigma^2}} \cdot \exp \left( -\frac{1}{2\sigma^2} \left(1 - \sum_{j=0}^{M-1} y_{j}^2\right)\right)$$

(24)

The probability of the Y vector observation can be expressed as:

$$P(Y|b_m = 1) = \frac{1}{M} \sum_{n} P(Y|B^{k}_{n \neq b_{m1}})$$

(19)

$$P(Y|b_m = 0) = \frac{1}{M} \sum_{n} P(Y|B^{k}_{n \neq b_{m0}})$$

Finally, since \(K(Y)\) has the same value for \(b_{m}=1\) and \(b_{m}=0\), the final expression of the likelihood ratio of the bits mapped by a M-ary orthogonal symbol is:

$$LR(b_m) = \sum_{y_{i}} \exp \left( -\frac{y_{i}}{\sigma^2} \right) / \sum_{y_{i}} \exp \left( -\frac{y_{i}}{\sigma^2} \right)$$

(25)

Finally, an algorithm to speed the bits likelihood ratio calculation is presented:

1. Calculating and storing all the exponential values: \(T_{m} = \exp(y_{i}/\sigma^2)\)
2. Setting the value \(M = 2^k\)
3. For \(i = 0\) to \(k-1\)
   a. Calculating the \(b_i\) likelihood ratio
      i. \(P_1 = T_1 + T_3 + \ldots + T_{M-1}\)
      ii. \(P_0 = T_0 + T_2 + \ldots + T_{M-2}\)
      iii. \(LR(b_i) = P_i/P_0\)
   b. Calculating the new \(T_m\) values
      i. For \(m = 0\) to \((M/2 - 1)\) \(\rightarrow T_m = T_{2m} + T_{2m+1}\)
      c. Setting the new \(M\) value: \(M = M/2\)

This algorithm is illustrated and justified in the figure displayed below. In this example, 4 bits are modulated in a 16-ary orthogonal symbol.

![Figure 3. 16-ary orthogonal signalling example - Bits likelihood ratio calculation for 4 bits mapping an orthogonal signal](image-url)
In this case, the observed probability at the demodulator output is:

$$P_{\text{observed}} = P(Y\mid\beta, b_{k-1}, \ldots, b_1, b_0) = P(Y\mid R^k)$$  \hspace{1cm} (29)

Therefore, denoting each different group of transmitted bits by the M-ary observation of the Y vector component $y_i$ can be modeled as:

$$P(Y_i\mid R^k) = \begin{cases} 
\frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{1}{2} \frac{y_i^2}{\sigma^2}\right) & i \neq n \\
\frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{1}{2} \frac{(y_i + 2(\beta - 1))^2}{\sigma^2}\right) & i = n 
\end{cases}$$  \hspace{1cm} (30)

Consequently, expression $P(Y_i\mid R^k)$ is equal to:

$$P(Y_i\mid R^k) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{1}{2} \frac{\beta^2 - 1}{\sigma^2}\right)$$  \hspace{1cm} (31)

The likelihood ratio expression of the bit setting the waveform polarity can be found from equations (19), (28) and (31):

$$LR(\beta) = \sum_{i=0}^{M/2-1} \exp\left(-\frac{y_i^2}{\sigma^2}\right) / \sum_{i=0}^{M/2-1} \exp\left(-\frac{y_i^2}{\sigma^2}\right)$$  \hspace{1cm} (32)

The likelihood ratio expressions of the bits selecting the transmitted waveform are calculated taking into account the probability of having received the $\beta$ bit equal to 0 or equal to 1:

$$LR(b_m) = P(Y_i\mid b_m = 1, \beta = 0) \cdot P(\beta = 0) + P(Y_i\mid b_m = 1, \beta = 1) \cdot P(\beta = 1)$$  \hspace{1cm} (33)

The terms $P(Y_i\mid b_m, \beta)$ can be calculated as showed in equation (19) using equation (14) for the M-ary orthogonal signaling case. The only difference is found when $\beta = 1$ since the value of $b_m$ has its sign inversed in this case:

$$P(Y_i\mid b_m = x_m, \beta = \beta_0) = \frac{1}{M/2} \sum_{\beta_m} P(Y_i\mid R^k_i, b_m = x_m, \beta = \beta_0)$$  \hspace{1cm} (34)

Thus, $P(Y_i\mid b_m, \beta)$ can be expressed from (31) and (34) as:

$$P(Y_i\mid b_m = x_m, \beta) = K(Y, \beta) \cdot \sum_{b_m} \exp\left(-\frac{2(0.5 - \beta) \cdot y_i}{\sigma^2}\right)$$  \hspace{1cm} (35)

$$K(Y, \beta) = \frac{1}{M\sqrt{2\pi}\sigma} \exp\left(-\frac{1}{2\sigma^2} \left(1 - \sum_{i=0}^{M/2-1} y_i^2\right)\right)$$  \hspace{1cm} (36)

As before, $K(Y, \beta)$ has the same value for $b_m = 0$ and for $b_m = 1$. Therefore, the likelihood ratio expression is:

$$LR(b_m) = \left(\sum_{i=0}^{M/2-1} \exp\left(-\frac{y_i^2}{\sigma^2}\right)\right) \left(\sum_{i=0}^{M/2-1} \exp\left(-\frac{y_i^2}{\sigma^2}\right)\right) \left(\sum_{i=0}^{M/2-1} \exp\left(-\frac{y_i^2}{\sigma^2}\right)\right) \left(\sum_{i=0}^{M/2-1} \exp\left(-\frac{y_i^2}{\sigma^2}\right)\right)$$  \hspace{1cm} (37)

3) Likelihood ratios mathematical expression verification

We have simulated the transmission of a CSK signal through an AWGN channel and we have calculated the BER using hard decisions outputs and using the likelihood ratio expressions developed previously. The simulations show that all the inspected methods provide the same BER as a function of the signal $E_b/N_0$ at the correlator output. This means that the previous CSK bits likelihood ratio expressions are verified as the equivalent soft output method of the hard decision method defined by the literature [6].

The demodulation performance of the transmission of a CSK signal through an AWGN channel when 8 bits are mapped by a CSK symbol is presented below. Figure 4 shows the BER as function of the signal $E_b/N_0$ at the correlator output.

![Figure 4. BER vs E_b/N_0 for a transmission employing CSK symbols which map 8 bits](image)

The same results have been obtained for 6 and 10 bits mapped by a CSK symbol [7].

C. Source Words Mapping of a CSK modulation

The implementation of a channel code on the bits transmitted by a CSK modulation introduces a new interesting element of study: the CSK source word mapping.

The source word mapping is defined as the distribution between the bits mapped by each CSK symbol and the bits belonging to the same word: which bits mapped into a CSK symbol belong to a given word A, which bits belong to a given word B, etc. Therefore, one question to be asked is which source word mapping provides the lowest BER.

In fact, the variance of the number of errors of a word transmitted by a CSK signal depends significantly on the used CSK source word mapping. And, as justified next, it can be
much more interesting to have either a low or a large variance depending on the transmission channel.

On one hand, if the variance is low and the error correction capacity of the implemented channel code is larger than the average number of errors, the channel code could correct almost all the words. On the other hand, if the variance is large and the error correction capacity of the implemented channel code is much smaller than the average number of errors, the channel code could correct some words whereas with a low variance no word should be corrected.

The calculation of the variance of the number of errors of a word transmitted inside CSK symbols is made in three steps. The first step is to calculate the probability of having $n$ erroneous bits among $x$ bits belonging to the same packet when the transmitted CSK symbol maps $K$ bits and has a probability of error equal to $P_M$. The mathematical expression of the probability is given next [7]:

$$p(n|K_x) = (1 - P_M) \cdot \delta(n) + \frac{x}{2^x - 1} \sum_{m=0}^{K-x} \binom{K-x}{m} n \leq x \quad (38)$$

- $\delta(n)$: Dirac delta function

The second step consists in calculating the probability of a word of $L$ bits having 0 erroneous bits, the probability of having 1 erroneous bit, etc, until the probability of having $L$ erroneous bits. This second step is made using Matlab since it is the raw combination of the probabilities expressed in (38).

The third and final state is the calculation of the average and the variance of the number of errors of a word transmitted into CSK symbols using the probabilities determined in step 2.

Finally, the CSK source word mappings determining the lowest and largest variance of the number of errors of a word transmitted inside CSK symbols are determined by inspecting the results of step 3 for a CSK symbol mapping 8 bits. Figure 5 show the desired variance as a function of the signal $E_s/N_0$ for a word of 1200 bits.

From figure 5, it can be observed that the CSK source word mapping which obtains the lowest variance of the number of errors of a word transmitted inside a CSK symbol is the mapping where all the bits transmitted inside a CSK symbol belong to different words. Moreover, it can be observed that the largest variance belongs to the mapping where all the bits transmitted inside a CSK symbol belong to the same word.

The same results have been observed for 4, 6, 10 and 12 bits mapped by a CSK symbol [7].

IV. CSK IMPLEMENTATION IN THE GALILEO E1 SIGNAL

The CSK implementation on the GALILEO E1 signal consists in applying the CSK technique, the circular shift of the PRN code, on the data channel and in using the pilot PRN code as synchronizer in order to identify which circular shift has been transmitted.

In this section, the hard decision output demodulation performance of the GALILEO E1 signal is given, the demodulation performance of the GALILEO E1 signal with an implemented LDPC code is presented, and the CSK influence on the tracking and the acquisition process is analyzed.

A. CSK hard output demodulation of the GALILEO E1

The hard output performance of the GALILEO E1 signal without implemented channel code is calculated from the theoretical expressions (8) and (11).

This calculation assumes that the signal $C/N_0$ or $E_s/N_0$ is fixed for any number of bits transmitted inside a CSK symbol which means that the $E_b/N_0$ varies for the different number of bits.

The number of chips of the GALILEO E1 PRN data code is 4092 which means that a maximum of 11 bits are transmitted with an orthogonal CSK and a maximum of 12 bits are transmitted with a biorthogonal CSK. The bit transmission rate ($R_D$) is equal to 250 bit/s.

Figures 6 and 7 show the BER of the GALILEO E1 signal for a hard decision demodulation as a function of the signal $C/N_0$ at the correlator output. From these figures, it is observed that due to the constant value of $E_s$, a larger number of bits mapped by a single CSK symbol leads to a worse demodulation performance in terms of BER of the CSK modulation in the GALILEO E1 signal.
B. CSK soft demodulation performance for GALILEO E1

The demodulation performance of the GALILEO E1 signal which implements the CSK and which has a channel code applied on the CSK information bits is presented. This section uses the likelihood expressions developed in section III.B.

The bit transmission rate of the signal is 250 bits/s. The size of the information word is 600 bits which are encoded with the LDPC code of GPS L1C [8] resulting into a coded word of 1200 bits. The orthogonal and biorthogonal CSK are implemented and the CSK source word mapping providing the lowest and the largest variance are analyzed. For the latter mapping, an interleaver applied over the word is introduced in order to break the burst of errors and, thus, to improve the demodulation performance.

The next figures show the BER of the GALILEO E1 signal implementing a CSK technique which maps 8 bits for each CSK symbol as a function of the signal C/N_0 at the correlator output. An ideal estimation of the signal carrier phase and the code delay is assumed.

From figure 8, it can be seen that the CSK source word mapping providing the lowest variance outperforms the mapping providing the largest variance. This demodulation performance difference grows along the increase of the number of bits mapped by a CSK symbol as seen in [7].

Moreover, it can also be observed that the orthogonal CSK slightly outperforms the biorthogonal CSK, but this difference decreases along the increase of the number of bits as seen in [7].

From figures 6, 7 and 8, it can be observed that for a BER equal to 10^-6, the provided gain between a CSK configuration mapping 8 bits without a channel code and the same configuration but with the GPS L1C LDPC code is about 6.45 dB for the orthogonal CSK and is about 6.5 dB for the biorthogonal CSK. This gain decreases along the increase of the number of bits mapped by a CSK symbol as seen in [7]. These gains can be compared to the gain introduced by the application of the same LDPC code on a BPSK signal without the CSK technique; this gain is about 8.1 dB [7].

Finally, the BER and WER of the GALILEO E1 signal implementing an orthogonal or a biorthogonal CSK configuration with the source word mapping providing the lowest variance and for different number of bits mapped by a CSK symbol as a function of the signal C/N_0 at the correlator output are presented.
to $10^{-6}$ or a WER equal to $10^{-3}$ we need a C/N$_0$ larger than 34 dB-Hz.

C. Drawbacks of the CSK on the GALILEO E1 signal

The main disadvantage of the CSK technique implementation on the GALILEO E1 signal is the constant shift of the data PRN code which does not allow the use of the data channel in the acquisition and in the tracking process.

1) Tracking process:

The new GNSS signals are formed by two channels, the data channel and the pilot channel, in order to avoid the limitation of the maximal coherent integration time imposed by the data symbol duration. This means that the tracking of new GNSS signals was thought to be made only on the pilot channel.

Moreover, wipe-off techniques are also allowed by the data PRN code implementing the CSK technique, since the knowledge of the transmitted bits determines the next circular shift of the PRN code. The only difference is that a larger quantity of bits must be known to be able to apply the wipe-off techniques.

To sum up, the tracking process is not affected by the implementation of the CSK signaling technique.

2) Acquisition process:

The acquisition process of the GALILEO E1 signal is affected by the implementation of the CSK technique since both channels, pilot and data, are used to acquire the signal.

In order to quantify the impact of the CSK technique on the acquisition process, we have run some simulations which calculate the average acquisition time of the GALILEO E1 signal when we use both channels to acquire the signal without implementing the CSK, when we use both channels to acquire the signal implementing the CSK and when we only use the pilot channel.

The simulations use a coherent integration time of 4ms, a non-coherent integration time of 100ms, 2000 correlators and only 190 symbols out of the 250 symbols transmitted each second by the GALILEO E1 signal implement the CSK.

From figure 11, it can be observed that when the CSK is implemented, the signal has to be acquired only using the pilot channel. Moreover it can be seen that for C/N$_0$ larger than 29 dB-Hz, the GALILEO E1 signal is acquired faster using only the pilot channel than using both channels even when the CSK technique is not implemented. Finally, it can be seen that for an average acquisition time of 1000s, we require an extra 1 dB of C/N$_0$ when we only use the pilot channel than when we use both channels and the CSK is not implemented.

V. CONCLUSIONS

In this paper, the Code Shift Keying signaling technique has been presented as a possible option for the future GNSS signals in order to increase their data transmission rate.

This increase of the data information rate could be used in order to transmit additional commercial services or in order to transmit redundant ephemeris data which will reduce the C/N$_0$ needed to obtain a desired BER or WER.

Different demodulation performance of the GALILEO E1 signal has been calculated for different CSK configurations, and the CSK impact on the tracking and acquisition process has been analyzed.

The likelihood ratio expressions of the bits transmitted inside a CSK symbol has been developed. A fast algorithm has been provided for their calculation.
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