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Abstract—Non classical sigals, signals not made of rectangular One possible such candidate is the filtered multi-tone

shaped pulses, are being analyzed as possible candidates for the(FMT). A FMT signal is a multicarrier (MC) type of
next generation of GNSS signals. One such a signal is the filtered modulation using band limited pulses, is especially resistant to
multi-tone (FMT) which is a multi-carrier signal (MC) having a  multipath and has very low OOB emissions. The principle of a
MC-DS-CDMA structure: each subcarrier transports a classical  MC modulation in the telecommunication field is to convert a
GNSS signal but without using rectangular shaped pulses. Some gerig| high-rate data stream onto multiple parallel low-rate sub-
studies have been conducted on the FMT signal performances gyreams; each of these sub-streams is transmitted on a specific
such as the outof-band (OOB) emission and multipath  .5pier referred to as sub-carrier. However, this definition has
resistance. However, due to its MC nature, the distribution of the to be adapted to GNSS signals which in addition to carry

transmitted data onto the different subcarriers becomes a . : - ;
relevant factor to take into account on the final signal design. In 'nformathn d_ata a_Iso ha\{e to a_llow for the acquisition and tight
synchronization with the incoming signal.

this paper, different data distributions are proposed in order to
enhance different signal performance and the receiver structure A possible solution is the transmission of traditional GNSS
associated to each data distribution is also analyzed. S|gna|s in each Subcar”er’ such as DS-SS BPSK S|gna|s with
square-root raised cosine (SRRC) shaped bits [4]. However,
there is one remaining part of this adjustment that has not been
addressed in previous works: the most interesting distribution
of the data information between the different subcarriers. This
. INTRODUCTION search for an optimal data distribution among the subcarriers
. . has to be done in parallel with an investigation of the
The design of current and near future Signals-In-Spacgsqociated receiver and receiver performance (correlator
(SIS) of Global Navigation Satellite Systems (GNSSs) hagycture, autocorrelation function, etc). This also means the

traditionally been based on Direct Sequence-Spread Spectrigpquisition, tracking and demodulation performance of the
signals (DD-SS) where the shaping of the spreading PRN codgynal.

sequence chips is a rectangular waveform and the modulation

technique chosen to transmit the binary information data is a1 he am of this paper is first to present and to analyze
BPSK modulation. different data distributions on a FMT GNSS signal. Each

distribution is designed in order to enhance different
The use of rectangular chip pulses was justified by severgkoperties of the signal such as the time and frequency
advantages in terms of simplicity of the generation schemgiversity of the data, and the optimization of the acquisition
and of the receiver architecture: simple multiplexing schemegnd tracking performance. Second, this paper aims at
constant envelope signals in order to use optimally the paylogstesenting suitable correlator structures for each of the
High Power Amplifier (HPA) at its saturation point, distributions considered in order to allow for the acquisition
implementation of 1-bit quantization of the local replicaand tracking of each of them. Preliminary performance
signals in the receivers, etc [1]. However, rectangular pulsgssessment in terms of acquisition, tracking and data
shaped signals present high out-of-band (OOB) emissiongemodulation should aid the decision of future FMT GNSS
which are a major drawback since the final broadcasted signsignal designs.
must be strongly filtered and thus significantly deformed [2].
Therefore, new bandwidth efficient modulations are beinqh.
inspected as possible candidates for future GNSS signals 0. !

Keywords-FMT signal, filteredmulti-tone, data distribution,
correlator block, demodulator block, acquisition, tracking, Doppler
ambiguity

This paper is structured in 9 different sections including
s introduction. First, a mathematical description of a FMT



signal is given. Second, the description and advantages about F(n) and this phenomenon is provided in sections V.E
different data distributions are given. Third, correlator blockgng V.F but for now note that due to this function, each

structures for each different data distribution are described a%qucarrier imolements the same PRN code sequence but with a
analyzed, in particular, a discussion on the opportunity to us P d

FFT-based correlators. Fourth, the acquisition block, strategiéiﬁerem circular cyclic shift. From equation (5), it is observed
and preliminary performances are addressed. Fifth, the trackirtigat Of is equal to the bandwidth of the subcarriers. Hence, it
architecture and performance is given. Sixth, demodulatds equal to the SRRC pulse bandwidth:

architectures for each data distribution are given. Seventh, a S EU

summary is provided and finally the conclusions are presented. ¢E L $59é¢fsce (6)

. FMT SIGNAL MATHEMATICAL MODEL £  SRRC pulse roll-off factor

The equivalent baseband mathematical model of a received _ _
FMT signal at the RF front-end block is presented first [4]. Another expression for the equivalent —baseband
Second, the pass-band mathematical model is given. Third, tRethematicalmodel of a received FMT signal is given below:

numerical values of the FMT signal parameters are provided. >1 o
] ] ] TR L By mif@2,;PFGgq B @
A. Equivalent baseband mathematical model of a FMT signal i & P@?T
TP L>ﬂ|f L@ F G o4 P6 1) Equation (7) shows that a FMT signal is simply the
b@21 parallel broadcasting of several traditional GNSS signals in
. ) . different subcarriers (each one with a different signal carrier
@P am i FaiPTTA 2) central frequency). The other difference is the PRN code chips
e shape: a SRRC pulse.
A?5
%:aiP L T Zaxias.:a:aaC544B5P F 1 6 (3) Finally, since a FMT signal is a MC signal, the chip time
2@4 of the total FMT signal, J is defined as:
€ Tgr PRN code period & L 60 (8)
€ X: Number of PRN code periods spanning a data € N: Number of subcarriers
symbol
€ A, Amplitude of the subcarrierwith A, = A-,. B. Equivalent passband mathematical model of a FMT signal
€ df: Data symbol transmitted at epodhat the . ) >1 . .
subcarriem. Bounded between (0, XgJ TR ';]/;a Lp@lm@ Jui P F G oM O 9)
€ M: Number of active subcarriers K. “48LR  .itefR F + ¢8LR -« itekPo

€ D(M): Symmetric ensemble of M integers] b

&/ ANFJID &:/: € f. Signal carrier frequency

€ G: Number of chips of a PRN code Equation (9) shows that the transmitted signal has in-phase

€ gerrd™"%(t): Monomodal square-root raised cosine @Nd quadrature-phase components.
pulse (SRRC) of duration X C. Numerical Values

€ Ts FMT symbol duration. In this papers ® equal This analysis was conducted in the framework of the
to the PRN code chip duration of a subcarrier ADVISE project. Therefore, the numerical values of this
¢ Chipx of the PRN code project are used in the entire paper for numerical results and

figures with a slight variation in order to facilitate the different
data distributions comparison [4].

€ .=02
€ T.=1/13.55475e6 seconds
In order to simplify the mathematical model, subcarriers € M=60;N=67;

are conceived in symmetric pairs with respect to the OHz axis: € D(M) ={-34:-5; 5:34} and with J D:/&;

Mod(x, y): Mathematical operation @fmoduloy
F(n): Function providing an integer between [0,G-1]
f.: Frequency of subcarriex

a dh b dh

ba L E 4) The amplitude is calculated following the next equations:
v JEG"
The exact subcarrier frequency configuration is: . SFEF— JOr (10)
é JFG"
B LJEg¢ (5) sl'v/— JPr
€ (f: Spectral difference between subcarriers. gL 0t F s / VF t (11)

Function F(n) is responsible of avoiding the inherent
Doppler ambiguity effect of a FMT signal. More information



111. DIFFERENTDATA DISTRIBUTIONS 4 PR code Pericd PR code Pariod RN code Period PR coe Period

Different distributions of the data carried in the section I
FMT signal are described. Each different data distribution i:
designed in order to enhance specific characteristics of tt
FMT signal and thus, each distribution is oriented to ¢
different kind of application: only geo-ranging, only data
communication or geo-ranging and data communication. + e
Figure 1: 1* Data distribution — Pilot component

frequency
0]

The different distributions are graphically described in
order to help the reader’s corepension. The horizontal axis . . s s = emee s cosE i
represents the time domain, where each big rectangular b —— R = e
surrounded by white color represents the whole FMT signe
inside a PRN code period. The vertical axis represents tt £

. £ 1
frequency domain where each small rectangular box separat g |~
from the others by black lines represents a subcarrier |
subcarrier during a PRN code period). Finally, the color o
each box represents the symbol carried by that the specil ™ L
subcarrier during a PRN code period of time. Figure 2: Example of 29 Data distribution — Quasi-Pilot or Data
Some important definitions and characteristics must be component

PRN code PRN code. ‘PRN code PRN code PRN code

given before presenting the different data distributions. Th , ‘
group symbols defined as the group of parallel transmitted
symbols which start their transmission at the same instant
and end their transmission at the same insgaitthe different
data distributions are designed in order to transmit —
continuous flow of group symbols. Tlaeoup symbol lengtis : E
the time between [t2, t1], and theoup symbol structuris the — w
time-frequency distribution of symbols making the group

Frequency
(Ez

Time

Figure 3: Example of 3° Data distribution — Data component

symbol. Finally, in order to set a fair comparison between the with geo-ranging capabilities
different data distributions, any data symbol transmitted in any
data distribution always has the same energy: the number y ' &% & &L 1 T L T
boxes representing the data is always the same. [ |
presenting y 5 EEE=
A. First Distribution: Pilot component g | — ‘:
= I}
Figure 1 presents thé'tlata distribution which is designed & ‘ E
. . ) . . |
exclusively for a pilot component since the carried data is th ; - }
same for all the time-frequency symbols (or boxes). The grou — —
symbol is reduced to an infinite 1 symbol. i e
. o . Figure 4: Example of 4" Data distribution — data component
Figure 1 shows that this distribution presents the maximum without geo-ranging capabilities

possible degree of frequency and time diversity.
B. Second Distribution: Quasi-Pilot or Data component c. 'I?hwd Distribution: Data c;)mponenF Wl_th qeo-ranglng )
Figure 3 presents the3data distribution which is

Figure 2 presents the"2data distribution which is : o L
designed for Quasi-Pilot components or for data componengsesIgned for data components giving priority to the data

giving the same priority to the geo-ranging capability as to theommunlcanon over the geo-ranging capabilities.

data communication. The group symbol is made of 2 or more data symbols until
2" data distribution group symbol is made of 1 datazl l;?::(;irgtjsrrEMr)\umber equal to half the number of active
symbol and the group symbol length depends on the targeteH '

application: from 1 PRN code period for a data component to The group symbol length is equal to the number"déiata
several PRN code periods for a quasi-pilot component. distribution group symbol length multiplied by the number of
arallel transmitted symbols (U). The group symbol structure

This data distribution presents the highest frequencef consecutive transmitted group symbols is always the same.

diversity degree but the lowest time diversity degree when th

data symbol only spans 1 PRN code (data component). Figure 3 shows a better time diversity for thé @ata
distribution as for the " data distribution since the data
symbol transmission is expanded in time. For example, if 1
data symbol spans only 1 PRN in tH¥ @ata distribution, in
the 3° data distribution this data symbol spans 2 or more PRN



cpdgs (_4 in the example of Figure 3). l\_/loreqver,_ both dat x & LU Jlr\ggmml sU[
distributions have the same frequency diversity since a da 10
symbol is broadcasted by all the subcarriers.

ms{):{l:cl + @)

FLL input (fc) "
.p_. Generation of the

Therefore, the "8 data distribution should have better

. S o_| signal carrier frequency i
demodulation performance than tHe @ata distribution due to PLL input () ;ﬁ;{ﬁ;ﬁﬂf&:ﬁ‘;ﬁﬁfi P TOL ,L 'H0) — DLL Input (7)
the higher time diversity. However, its acquisition - 3 focal Kqeas
performance is worse (see section V) but they have the sar " : g?m Known Delay (7;)
Spl g0

Generation of the
Local Replica-n

tracking performance (see section 0).

Three more remarks can be made about tfedata 2l
distribution. First, symmetric subcarriers with respect to the 0 Figure 5: Correlator block scheme of 2 symmetric subcarriers
Hz frequency axis must carry the same data symbol in order to
allow geo-ranging capabilities (see section IV.C). Second, the
number of adjacent subcarriers carrying the same data symbol
at the same PRN code transmission determines the acquisition
performance (see section V.B). Third, the signal data rate is
maintained constant.

X(t): Baseband FMT received signal at the RF output
X' n(t): In-phase generated local replica of the n and
-n actives subcarriers

s.[k]: Correlator output of the in-phase generated
local replica of symmetric subcarriers dnd f, at

epoch k
D. Fourth Distribution: data component without geo-ranging € ¢"i(t): In-phase or quadrature-phase (depends on Y)
Figure 4 shows the™data distribution which is designed generated local replica of tH&active subcarrier

for data components not providing geo-ranging capabiliies. € B Estimated signal carrier frequency by the FLL
The 4" data distribution group symbol is made of a number of € & Estimated signal carrier phase by the PLL
data symbols equal to the number of active subcarriers. The € i; Estimated signal code delay by the DLL
group symbol length is calledpT(data symbol duration) € 14 Known delay (early or late correlator blocks)
which depends on the signal design, from 1 PRN code period
to several PRN code periods (the addition of all the Tx mus
be equal to §). The group symbol structure must be the samé
from 1 group symbol to next broadcasted one in order to allow Finally, in this section, a discussion on the opportunity to
the correct group symbol demodulation. use FFT-based correlators instead of the current correlator

tructures presented in this pajseprovided in order to justify
fpe paper’s choice.

The 4" data distribution correlator block is not given in
is section since it cannot provide geo-ranging capabilities.

This data distribution presents the highest time diversit
degree as well as a large frequency diversity degree. In fa

the frequency diversity depends op Where Tx has to be a A. Correlator block of 2 symmetric subcarriers

multiple of one PRN code period. If,Tis shorter than one The £ 2 and ¥ data distributions have a group symbol

PRN Cogef the data:/HS)(/:mbol demodulation is degraded Lructure where pairs of symmetric subcarriers with respect to
presented in section VII.C. the OHz frequency axis carry the same data symbol. Therefore,

IV. CORRELATORBLOCK STRUCTURES we can design their correlator blocks as different combinations
in frequency and in time of fundamental correlator blocks of 2

In this section, the 1 2 and 3d data distributions — oymmetric subcarriers. Figure 5 presents a scheme of the
correlator blocks are described, their output mathematicly relator block of 2 symmetric subcarriers.

expressions in presence of thermal noise are given and the ) ) ‘
correlation functions are drawn. The mathematical expressions TAa# L k&R E f:Po... ek P Eoa

. . . : : . \ 12
as well as the correlations figures are given for non-coherent F @B F EPA kekP Eoa (12)
outputs for the following reasons!®and & data distributions GRLb, 2P FRI AP ER 2 13
are designed to be used as data communication links but also bR e T R4 AT R 4 (13)

have to provide geo-ranging capabilities. In that latter case, the R L4, ,%:P FERJ; <xek:P EFR j;? (14)

data component is combined with the pilot component.
b P P Figure 5 and equations (13) and (14) show that the local

However, in order to obtain a constructive combination of 1 =
licas of subcarriers, fand f, are already generated in its

both components, we need either to know the broadcasted dé‘?% . i . - .
or to use non-coherent correlator outputs. If the broadcast&iocarrier frequency. This means that in addition to generating

data is known, all the data distributions become exactly as t{Be SRRC shape.d PR,N code, the cc_)sine and sine translating
the PRN code into its corresponding frequency are also

1% distribution from the receiver point of view and there is no d'in the local lica block. Theref di
interest in comparing them. Besides, this assumption is ngenerated in the local replica block. Therefore, as expressed in

valid for the acquisition procesSherefore, in this paper, we €duations (13) and (14), the instantaneous phaseanid f,
are mainly interested in the non-coherent outputs of te 2/0cal replicas depend on the estimated signal code déjay (
and &' data distribution correlator outputs. and the known delayig).



The quadrature-phase local replica of the combipeohd () slng

. . . . . = Correl Block of
fn subcarriers is obtained similarly to the in-phase loca e ni
replica:

TEé:éR L RGP E £&:Po.. Wek Eia Correlator Block of

(15) subcarriers f; and £, ,

FderEPRA- kekEa

The mathematical expression of the correlator outpu
depicted in Figure 5 is presented next. For simplification:
purposes and without loss of generality, the number of PRI
code periods transporting the same data symbol is set to .
(X=1). Another important simplification of the integration
time is that the part of the received signal which is no* - . . ;
contained inside (k-1/2)}Tand (k+1/2)-k has been removed 02 iy i ﬁ:j'Qi'iﬁ;iﬁ{?‘é’:?;.ﬁiﬁ”é‘mmf

from the equation. B S T RN XA O A R
. 59 NN S SO SO 15 0| SO A U B,
d>crgd £  fiPi@P P (16T o

P25 6a ozl-
01F-

Mathematical expression offk] can be approximated as: 0

I Correlator Block of
subcarriers fi,17 7 and £300

Figure 6: Correlator A block scheme

:b>5 64

@>G? N Y E— SRR WO R S CEME I S
#3 X X o ) 03 SO S L RN W T e
< @ @ :dls ERR Araiec LA L€l )GAET (17) 0Afne e L
0.5 --emmmme i - O aRiRr R R S LR EE e TR
48 N N o - o,
F—;11 @ @t FR fraieh A stékel; )Gae t 6 08 0.06 004 0.02 Chipso(ws) 002 004 006 008
b5 6 Figure 7: Normalized coherent and non-coherent correlator A
. 5 outputs
):G&U L iteBP E ¢ 3 @R (18) P
:P?5 6x R
A x(f) & U INTEGRATION I—-\'T“&I
€ ¢ B L B?& signal carrier frequency estimation error #%-‘
€ a L a Raignal carrier phase estimation error T
€ i LiF,jsignal code delay estimation error FLL oot ™ G pertionofthe. |t O | ﬂ!ﬁl
. . | signal carrier fre 5
€ 4,4:T: Correlation function evaluated at X of the | pfu| wissulcns e [Ty i
circularly shifted PRN code of subcarrigr The L el
PRN code was F(i) chips circularly shifted. —;d—
€ (@ Data symbol carried by subcarrier i at epoch k. f
. . . o BO—— o
Equation (17) has been approximated by following twa o @‘ M
steps. First, terms at 2fand at 2f are removed by the Figure 8: Final correlator A block scheme

integration block. Second, the total integration is _
approximated by the multiplication of two integrations: the Equivalently, the quadrature-phase output of the 2
integration of the PRN code and the integration of the sine arRymmetric subcarriers correlatof’[&], is approximated as:
cosine terms aff (G function) [5]. This approximation of the G>G2# 1@ docl;  .oteEl; 20
integration is possible since each individual subcarrier is a <@ dh; < EEHE ¢ a; (20)
SRRC shaped PRN code signal with a multiplicative constant,
either cos(2t 0 Ror sin(2d; 0 2 Simulations not presented in
this paper were run to verify this hypothesis.

Finally, it can be seen that adding the squared expressions
of (19) and (20), the signal carrier phase estimation error is
removed and thus, the signal can be acquired and non-

Expression (18) can be further simplified sincg,R coherently tracked.
correlation function is equal togs, (the same two PRN codes

; ’ X _B. 1%and 29 data distributions correlator blocks
but circularly shifted) and due to the imposed symmetric . . s p o
subcarrier with respect to the OHz frequency condition: In this section, the $iand 2° data distribution correlator

: : . blocks architecture is presented. This correlator is referred as
L @Iherefore expression (18) is equal to: :
@ : P (18) d “correlator A” from now on. The correaltor A architecture

@>G248 [ doil _:-i.t‘é'f_éé,i§ . L. (19 consists in coherently adding the outputs of the M/2
TCedh .. HERE ¢ a; symmetric subcarriers pairs correlator. This coherent addition
€ R(X): PRN code autocorrelation function is possible since all the subcarriers transport the same data

symbol. Figure 6 shows a scheme of the in-phase correlator
block output.



The mathematical expressions of in-phase and quadratur i
Correlator Block of v

phase correlator A outputs are: subearriers £y and £,
RSG? N « t&f 6 ... 4tBBE ¢ A pecd @ %
£ 6

1
(2 1) Correlator Block of E 1[1{] SMART

subcarriers f; and £y, =

[ #8  otedel;
a@s

RSN » t6d6; + < HEEE ¢ & ool 1O i A
£ 6 !
i ,t‘g Lotk e (22) l_. Correlator Block of S|

subcarriers fyy, ) and £y

ADDITION

BLOCK

a@s5
Figure 7 shows the normalized coherent output of the Figure 9: Correlator B block scheme
correlator A, V[k], when assuming a perfect signal carrier ¢ B: number of parallel transmitted symbols by a group
frequency estimation ®) and a perfect signal carrier phase symbol
estimation @ ®). Figure 7 also shows the normalized non- ¢ w',[k] represents the addition of,[&] outputs
coherent output of the correlator A, the addition of the squared carrying the same data symb8} dt epoch k.

expressions of 'fk] and of \W[k], when assuming perfect
signal carrier frequency estimationdf(®). The numerical
values used to represent Figure 7 are given in section II.C.

Correlator Ouput - 60 fregs

Correlator Ouput - 2 freqs |~
Correlator Ouput - 10 fregs
Correlator Ouput - 16 fregs [~
Correlator Ouput -

One important remark that can be made from Figure 7 i,
that due to the coherent addition of all the 2 symmetric
subcarrier correlator outputs, the final correlation of the FM1
signal uses all the original bandwidth (M instead of the
individual subcarrier bandwidth(). This observation is made
on the X axis, which is normalized by (individual subcarrier
PRN code chip time), where it can be observed that the ma °2
lobe width is much narrowerthand®B. L : s E U.; ¢ B o1

05 ---mmmmmdees ! B . Sy e T et EEREREEE
T 1 b

: ] H
03 i SELLJ B SC TEST SERTEEY SRR 39 PR A\ SUPE SRR st IR LEREEEE

Figure 6 correlator block can be simplified because th 87 oos 005 % hips )
cross-products between different subcarriers are 0 due to the Figure 10: Normalized non-coherent correlator B output
orthogonality in frequency and the orthogonality between

PRN codes: different circular shifts of the PRN code for eachTABLE . NON-COHERENT OUTPUT MAIN LOBE TO SECONDARY LOBE
. . . - _RATIO FOR DIFFERENT SYMBOL GROUP CONFIGURATIONS OF THE CORRELATOR
subcarrler and the _ PRN autocorrelation function is B BLOCK
approximated as 0 outside the [-Ts, Ts]:
6 Number of subcarriers carrying Ratio between the main and
A L @ e I the same symbol (T) secondary lobes (dB)
PP PR ket PO He... P ket FO@ P (23) = X
r 10 3.10
. . , . 16 3.28
Figure 8 depicts the final correlator A block scheme whi 30 124
is exactly the same correlator as presented in 0 and [4]. 60 526
rd fotr : st ; . . .
C. 3" data distribution correlator blocks —1Option In order to use the correlator B without knowing at which

In this section, the first option of the correlator blockinstant of time the group symbol begins, it is necessary that
scheme for the ' data distribution is presented. This the group symbol structure has an internal X PRN periodic
correlator is referred as “correlator B” from now on and onlystructure being X is the number of PRN code periods that a
provides non-coherent outputs (data symbols removalsubcarrier transports the sasanbol: subcarriers carrying the
Remember that coherent outputs can only be used when thkeme symbol yat epoch k also carry the same symbohty
broadcasted data symbol values are known. epoch k+1. This is the case of tHédata distribution because.

In correlator B, the 2 symmetric subcarriers correlator The number of subcarriers transporting the same data
block outputs are fed to a block called “smart addition block’symbol is defined as (for simplifications purposes this number
which simply adds the outputs of the subcarriers transporting assumed to be constant for all B symbols):
the same data symbol. Then, the outputs of the smart addition 6L/ 8 (24)
block are squared and linearly added in order to generate a
new correlation function which also uses all the available The mathematical expression offlj assuming X=1 is:
bandwidth of the FMT signal (MX). Figure 9 shows the i 5 o . o s
general scheme of the in-phase correlator block. S&>G? § @ech “i:‘*mé’ . - HTGRE ¢ A (25)

P ‘o ot %]’

éE:B@g;



And the mathematical expression §kyis: %

Correlator B Block
Epochk+L-1

R>G? Nl » 046 S7edtGBE a
~ 5 = ¢ ¢ A
R Bcpoy Pt tlelA

The mathematical expression of[k] is the same but
changing the squared cosine by a squared sine.

(26)

SMART

ACCUMULATION

BLOCK

Figure 10 shows the correlator B normalized non-coherer
output: V[k] and W[k] expressions addition when assuming
perfect signal carrier frequency estimatioif §). Correlator
B output depends on the value of T and thus Figure 10 shows Figure 11: Correlator C block scheme
the correlator B output for different values of T following the o ] ]

39 data distribution group symbol structure: adjacent € X Duration in PRN code periods of a transmitted

wy',[k]

subcarriers transport the same symbol. Note that the 60 symbol in a subcarrier (X = 1 in Figure 3).
subcarriers configuration output is obviously equivalent to € L: Number of accumulated correlator B block
correlator A output. Besides, the group symbol structure must outputs. Maximum value of L is set by the group
guarantee the data symbol subcarrier symmetry with respect to symbol length: kX = [t2, t1].

the OHz frequency axis. Numerical values used to represent € @l[r]: Coherent summation of the plfk+] terms
Figure 10 are given in section II.C. carrying the data symbol,dt epochs k,..., k+L-1

r: the epoch enclosing period [k, k+L-1]

1 T

Figure 10 shows that regardless of the number of
subcarriers transmitting the same symbol, T, the correlatio fi 1SUFMT Gorrelator Ouput (equal 10 L = 6)
function main peak has always the same width. The mai®® i [ 1| —— 2 FMT Ganeldtor Ouiput - 10 frage.- (L=2)
difference is found on the secondary lobes amplitude Whig 08t e Conmner Oupy- 10Tee - (2
decreases with the increase of T. The ratio between the me o~
lobe and the secondary lobe of different configurations i:oe
shown in TABLE I. 05

04

D. 3" data distribution correlator blocks "2Option

In this section, the " option of the correlator block
scheme for the "3 data distribution is presented. This
correlator is referred as “correlator C” from now on and it is ¢ *'[ 3
correlator B evolution which takes advantage of the dat %7 <os ©oos ©o0s w002 o ooz 00s o008 008 01

. . . . . Chips (t/Ts)
symbol transmissions along the time on different subcarriers. Figure 12: Normalized n;n_coherem correlator C output

0.3

02~

Correlator C structure consists in coherently accumulating

H H H TABLE Il NON-COHERENT OUTPUT MAIN LOBE TO SECONDARY LOBE
In ime consecutive Corre“lator B OUtpUtS' A” these Ol;lytpUtS_ arSATIO FOR DIFFERENT SYMBOL GROUP CONFIGURATIONS OF THE CORRELATOR
fed to a block called “smart accumulation block” which C BLOCK
coherently adds all the outputs transporting the same data _ _
bol. Obviouslv. the correlator C needs to know the arol Number of accumulated outputs Ratio between the main and
sym : Y, i ) ) . g ’ of the 2 FMT correlator (L) secondary lobes (dB)
symbol structure and at which instant it begins i 1 6.1981
transmission. Figure 11 presents the in-phase correlato 2 7.04
general scheme. 3 8.1834
. . . 6 10.5285
Mathematical expression of thé" wutput of the smart
accumulation block, 'dr], is: Equation (28) highlights that term. “€ ¢ Bt: G E¢HE 6¢; a
A5 is a disturbing element since it distortions the original weight,
A>N?L | SGEH? A, associated to each subcarri€herefore, correlator C can
h@a (27) only be used either wheidf and 0 are perfectly estimated
OES@ b () or whentermé ¢ Bt & ¢hias almost the same value as
AN N %@ doci;  * <@ 6 €¢Bt:G E . FsB5 ¢ &or now, we assume that one of the
A2s two assumptions is verified and later, in the acquisition and in
i i f..'e 4@B; .0, Bt:G EgHE6; R (28)  the tracking sections, they will be discussEuen €\ [r] is:
oEmgl,; Eies@be AN N 4@ docli <@ db; ..84:GE. tz6E ;a
A?5
Li i 6. e iteBM (29)

@4 AE: & s
oesahy “C000Es



And €[] has the same expression dgrebut with a  FFT application time. This fact implies that only one symbol
sine instead of a cosine forthe;, B: G E . gt B ¢teérm. of each subcarrier can be channelized at the same time.

Therefore, a FFT-based correlaf®eds to channelize G times

Figure 12 shows the correlator C normalized non-cohere%e FMT signal described in this paper (MC-DS-CDMA
output: \}.[k] and \f?[k] EXpressions ?‘dd'F"{” when assuming signal), where G is the length of the spreading code, in order
perfect signal carrier frequency estimatioif ). Correlator .Ito recover the entire spreading code of each subcarrier: one
C output depends on the val_ue of L ano_l on t_he value of chip of each subcarrier is raeyed at each FFT application at
'I_'herefore, Figure 12 shows dlffe_rent conflgur_a_tlons of L fo_r 4, different position of the FFT output vector. Afterwards, each
fixed va_lue of T=10 _subcamers_ © positive Sl?bcamerrecovered PRN code has to be fed to a classical correlator
frequencies and 5 negative subcarriers frequencies in order

. o Bcal replica, integration time). To sum up, a MC-DS-CDMA
respect the subcarrier data symbol symmetry condition of th ignal needs to apply G times the FFT operation on the

?rgrzls froer?L:ﬁgcga;)gsé'atgashmggﬁgr cgnlsufcggﬁrioﬁe Seetrict)facoming baseband signal to obtain the entire spreading code,
P y y Penof individually multiply each subcarrier spreading code by its

e e e e own ol epica (WG liplicatons where i he rumber
" o fhax of subcarriers) and to individually accumulate the

any 3° data distribution data symbol the same energy as ﬂ]%ulti lication result (M-(G-1) additions)

energy of a ¥ data distribution data symbol when X=1 as P '

well. In this case, L = {1, 2, 3, 6} in order to obtain a constant This operations list is compared with the correlators

T value for any group of subcarriers carrying the same symbaolperations list proposed on this paper. The Proposed

at a given epoch k. Note that L=1 configuration correlator Correlators only need to multiply the incoming total FMT

output is equivalent to correlator B output and that L=6baseband signal to each subcarrier local replica (M-G

configuration correlator C output is equivalent to correlator Amultiplications) and to individually accumulate subcarrier

output. Numerical values used to represent Figure 12 are givemultiplication result (M-:(G-1) additions). In fact, each

in section II.C. correlator is also a low-pass filter which isolates the desired

ubcarrier whereas the localpliea multiplication translates

e subcarrier to the baseband frequencies. Moreover, the

:ﬁgﬁrdlgi ﬁ;stgfwg s?ﬁggsu;gféoc\;i dttme Tcr?:(ra;\etlitcl)oger\lijvgg;o? ifferent circular shifts of each subcarrier also contribute to
In p y . , ; Sfiminate the undesired subcarriers at the correlator output.
main lobe and the secondary lobe of different configurations is

shown in TABLE II. Therefore, previous explanation shows that the proposed
E FFT-based correlator correlators are less complex thaf-FT-based c_o_rrelator sinc_e

' . ) . a FFT-based correlator executes G FFT additional operations.
~ The general receiver structure of a multi-carrier (MC)However, an advantage of using a FFT for channelization is
signal such as an OFDM signal or a FMT signal is based ofhe removal of the cross-correlation between different
FFT blocks [6]. Therefore, the question whether an FMTsypcarriers PRN codes. But, given the small number of FMT
signal specially designed as a GNSS signal should use thigynal subcarriers and the good cross-correlation properties of
same type of receiver structures is raised. the PRN code sequences due to a large G (>1023 chips), we

The main idea behind using an FFT block at reception is tffcommend to use the proposed correlator blocks without
apply a FFT transformation to the incoming signal and directlymPlementing FFT  blocks. ~Additionally, the proposed
obtain in each component of the resulting FFT vector th&orrelator blocks in this paper are not so constrained by the
symbol transmitted by one and only one subcarrier of théampllng frequency which is a factor that could improve the
signal [6]. In other words, one component of the FFT vectofOmPplexity of a FFT-based correlator.
represents the value transmitted by one individual subcarrier. ACQUISITION AND SYNCHRO-SYMBOL PROCESS
This operation is called “channeling” and presents a reduction ) ) o
of the receiver's complexity: the receiver substitutes the signal N this section, the acquisition process, the synchro-symbol
multiplication by a given subcarrier plus the application of @°rocess as well as the particularities of each data distribution
low-pass filter intended to recover the single subcarrier valud'® commented. Moreover, a first preliminary acquisition
by the application of a FFT operation; where one Sucrﬁ)grfqrmgnce comparison is made betwgen the proposed data
multiplication and filter are required for each individual signaldistributions and their correlators. Finally, the Doppler
subcarrier and only one FFT is necessary for all subcarriers. @mbiguity phenomenon and its mitigation are described.

An analysis of the number of operations necessary for 4- Acquisition block and ajuisition strategies

FFT-based type of correlator and the number of operations The acquisition block of the FMT signal defined in this
necessary for the correlators presented in this paper shoyldper is the same as a typical acquisition block of a classical
determine if this complexity reduction for the type of FMT GNSS signal [7], where the only difference is the search range
signal presented in this paper is achieved. parameters and the correlator block which is replaced by one
In order to correctly apply the channeling operation, th of the prqpqsed FMT signal correlator bl.OCkS on this paper.
symbol value of each subcarrier must be constant durir,1 terhe acquisition strategy proposed to acquire the FMT signal is

y 9 r}ﬁe classical one and is well documented in the literature [7].

As was observed from Figure 10, Figure 12 shows th



B. Acquisition for the different data distributions $+ (PR ) (PR code |
In addition to the pilot component, the data component ca L
also be used to acquire the incoming signal. In this case, whe &
the receiver decides to use both components instead of or &, 1
using the pilot, the receiver must proceed differently
depending on the implemented data distribution. The mai -
difference between the different data distributions on thi T————— = = =

acquisition process is whether the starting point of the  Figure 13: Coherent and non-coherent operations of the
transmitted symbol groups has to be known or not. Graphical  acquisition process of the ¥ and 2" data distributions
examples of the coherent and non-coherent additions of the

correlator outputs showing this difference are given. € Red squares: Coherent correlation area inside a non-

coherent area.
1%t and 29 data distributions do not need to know the group € Black squares: Non-coherent correlation area
symbol starting point because setting the correlator A

T PR Code ) - PRI Code  PEIN Code f~ FPEIN Code

integration time to 1 PRN code period (X=1) guarantees the +|———| | e | | T
the non-coherent correlator output presented in Figure 7 = ~ = =
always found. Figure 13 shows the correlator A coherent ar — = - =
non-coherent operations of the acquisition process. 5 - = £ -
Z | .f | c B A
3 data distribution when using correlator B does no{g | 1 D s = =
either need to know the starting point of the transmittec - = = 5
symbol groups if X=1 and if the group symbol structure is = S = <
symmetric in two senses: symmetric inside the transmitte | | = | — LS =

group symbol from 1 PRN code to the next one, anc * Time
symmetric outside the transmitted group symbol, from  Figure 14: Coherent and non-coherent operations of the
transmitted symbol group to transmitted symbol group. Figureacquisition process of the 4 data distributions for the 1% option
14 shows the correlator B coherent and non-coherent correlator

operations of the acquisition process. € Same red letters: Coherent correlation area inside a

Finally, 3¢ data distribution when using correlator C does non-coherent area.
need to know the starting point of the transmitted symbol
groups since X is different from 1 by definition. Figure 15a
and Figure 15b show the correlator C coherent and non-
coherent operations of the acquisition process and why the
symbol group starting point is required: if the starting point is
not known, we cannot guarantee that the smart accumulation
box coherently adds in time the same transmitted data
symbols. Therefore, since in the acquisition process the
starting point is not known, the chip bin search is L times the
chip bin search of correlator A and B acquisition processes.

One important constraint about correlator C acquisition _ Figure 15: Coherent agd non-coherent operations of the
process is the necessity of having a constant terr,r(?cqwsmon process of the dat? ?lstrlbutlons for the 2™ option
..2€¢Bt:G EgHEG6:;Bor H ¥a . F BIf this constraint is correlator
not respected, the different added subcarrier frequencies by the |y order to analyze this constraint, we have to set the
accumulation smart block in different instants of tifeh@ve  maximum difference of amplitude between subcarriers
different weights (see equation (28)) and thus Figure 1facejved at I=0 and subcarrigeceived at I=L-1. Two values
original correlation functions are not recovered. In fact, thiiaye been chosen in this paper, 0.8 and 0.9, which means that
constraint imposes the frequency bin widtf)(since term  the worst attenuation suffered by a subcarrier or group of
e ¢ Bt:G Egtantbe interpreted as the evolution in time ofsypcarriers with respect to a subcarrier or group of subcarriers
the signal carrier phase estimation error whereas térm gyffering the lowest attenuation is 0.8/0.9. The worst situation
represents the initial signal carrier phase estimation errgg found when 2 ¢ BtE & ¢ a L wihJJ D . Setting

which is constant for the peridd, (L-1)Tq]- .. %€ ¢Bt:. F s6 raz rprpvides the value off:
€ ..."e(Bt:.Fs6L r&EzBLsw:.Fs; gB
€ ..'e;Bt:.Fs6L r#&E¢BLsy:.Fs; 8

Finally, this value is compared to tt# value required for
correlators A or B,¢ B L st6:;. Therefore, correlator C



requires about 5(L-1) or 7(L-1) times more frequency bins Figure 17 shows the correlators output average power of
than correlators A or B. their main lobe with respect to their average power of their
secondary lobe. The difference between the powers gives an
indication of the probability of causing a false alarm event
where the largest difference implies a lower false alarm
C. Acquisition preliminary performances probability.

Two types of figures are shown in order to preliminary  Figure 17 shows that the largest difference of power is
compare the acquisition performances of the differenfound for correlator A and the worst for correaltor B.
correlator blocks. Figure 16 shows the output of eacloreover, it has been verified through other simulations that
proposed correlator block in the presence of AWG noise astfis difference between the average power of the main lobe
function of the signal code delay estimation errdf. data and the average power of the secondary lobe also increases
distribution configurations (L, T) are the same as the onegyrther for correlator A than for correlator B when the &/N
presented for correlator C in Figure 12. Non-coherenfncreases. Therefore, Figure 17 also shows that correlator A
integrations time is set to 24 PRN code periods. provides a better acquisition performance than correlator B

Figure 16 shows that the main lobe is more easil;?ince the probability of having a false alarm is lower for
identified for correlator A than for correlator B and C, andCcorrelator A.
thus, correlator A has the best acquisition performance. This To sum up, correlator A presents the best acquisition

difference of acquisition performance depends on th@erformance with the smallest space search (number of bins)
quadl’atlc noise term: for low CéNh|S difference increases whereas correlators B and C present worse acquisition

To sum up, correlator C requires about 5(L-1)M or 7(L-
1)M times the total number of bins of correlators A or B.

and for high C/Nthis difference decreases. performance and a larger space search for correlator C.
a) a)
b) b)
c) c)

Figure 16: Normalized correlator ouput vs signal code delay Figure 17: Correlator_output main lobe and sec_ondary lobe
estimation error. C/Ny =15 dB-Hz and non_coh = 24PRN. a) average power. C/N =15 dB-Hz and non_coh = 24PRN. a)

Correlator A (coh = 1PRN). b) Correlator B (L= 1, coh = 1PRN).  Correlator A (coh = 1PRN). b) Correaltor B (L= 1, coh = 1PRN).
¢) Correlator C (L= 3, coh = 3PRN). c) Correlator C (L= 3, coh = 3PRN).



Besides, correlator B acquisition performance (8rdata
distribution) depends on the number of adjacent subcarriers
transporting the same symbol, T, where this performance
increases along with T (correlator B becomes more similar to
correlator A). Additionally, since correlator C presents better
acquisition performance than correlator B (reaching the same
acquisition performance as correlator A if the FMT signal is
well designed and L=}y, for the & data distribution on low
C/N, environments an alternative acquisition strategy can be
proposed: a first rough acquisition with correlator B and

second more precise one with correlator C. Figure 18: Doppler Ambiguity effect
FinaII_y, remember that the acquisition process could only ¢ ¢f Frequency Doppler shift on the central frequency
be applied on the pilot component and thus the data of the FMT signal

distribution does not play any role on the acquisition process. fo=f,+ (F

Red arrow: False lock between a subcarrier of the
local replica and of the received signal.

Red dot-line: Possible propagation locks between
local replica subcarriermnd received subcarriers.

ah b

D. Synchro-symbol process

The 29 data distribution does not need to execute the
synchro-symbol process if the FMT signal is smartly
designed: one data symbol exactly spans 1 PRN code of the
data component as well as 1 PRN code of the pilot component. The solution proposed in this paper consists in associating
In this case, the acquisition process already provides thshe PRN code to all the subcarriers of one satellite component
symbol synchronization. (as it is classically done) but associating different circularly

In the case of thedata distribution, the receiver must shifted versions of the PRN code to each subcarrier. This

find the group symbol starting point in order to obtain the daté‘SS,‘OCi?tion is madg applying a n_on-uniform mapping, F(n_),
symbol synchronization. The synchro-symbol process coulﬂ’h'Ch_'S discussed in mc?re detail in section V.F t_)ut the main
simply consist in applying the coherent and non-coheredfl€@ iS presented next: the code delay required to lock

additions of Figure 15 and in choosing the output with theubcarriers n j and m (f, + ) is different from the code

largest value as the group symbol starting point. Additionallyd€lay required to lock subcarriers n+1.{f and m+1 (. +

the pilot component could implement an additional coded) With Ja I 6. Therefore, although this non-uniform

spanning the group symbol length in order to help with th&"@PPing does not prevent the initial false lock between a
symbol synchronization process. received subcarrier and a locapliea subcatrrier, it avoids the

o propagation of the lock to other subcarriers, meaning that the
E. Doppler ambiguity Doppler ambiguity effect is vastly mitigated.

The Doppler ambiguity phenomenon refers to the situation

h h bearrier bf th ved sianal locks with th A mathematical explanation of this mitigation effect is
where the subcarriey, bf the received signal locks with the presented next wherg(¥ is the equivalent baseband received
subcarrier f, of the local replica due to a shift of the received

) X ignal at epoch k,\(t) is the equivalent baseband generated
signal central frequency by the Doppler effect (motion Of|500a| replica at epol;:h k and, A assumed to be 1:

receiver and/or the emitter). Besides, this lock can also be

propagated to the remaining received subcarriers which have a TR L 0,..72P; VAW ele (30)
frequency match with the remaining local generated anv A

subcarriers (ex:f; of the received signal with thg.f of the _ O L 7%e we7.:

local replica, etc...). Figure 18 shows a graphical example. NP 'é‘”%_;_éié“ PR ' (31)

The false lock between a local replica subcarrier and a e relationships of frequency between the subcarriers and
received signal subcarrier only occurs when the twgpe Doppler frequency are:

subcarriers implement the same PRN code. More importantly,
the catastrophic propagation only occurs when all the b L Eos E Bree J b &/ (32)
subcfa\rrlers sh_qre the same PRN cod.e. Therefore, one posS"bleUsing correlator A without loss of generality:

solution to mitigate this effect consists in transmitting one

different PRN code for each subcarrier. However, the total ) A6

number of required PRN codes rapidly becomes too large RSG? L P JW,@P (33)

when taking into account the different components of a signal 205 6

(at least one pilot and one data component) and the number of RGP L

satellites of the constellation. fa6 o o 34)
* I laiP &P E4; YAWeUe Q6 QJPW@F(

2(g 6a" Ve ARVl A



Pass-band terms are removed by the integration. Therefore,
from equation (32), the correlatoutput is approximated as:

R>G? L jié:éié?s:% ; YAY. (35)
144a?5,"v%: £,

Equation (35) shows that the only remaining terms are the
crossed correlated subcarriers as was expected. However, due
to the imposed non-uniform mapping, F(n), all this terms are
null except for one because #tle correlations functions are
zero except for the one that fulfills the following equality:

a)
(:J; F ¢J F;sL j (36)
Therefore, k] is equal to:
RSG? L Aagansila; YA Y. (37)
Equation (37) shows that the FMT Doppler ambiguity
effect is greatly mitigated and thus that the acquisition false
lock probability due to the FMT Doppler ambiguity effect is
very low.
F. PRN code non-uniform mapping construction
b)

The characteristics allowing the correct generation of theFigUIre 19: Correlators output main lobe SNR. C/N = 15 dB-Hz,

coherent integration time = 3PRN and non-coherent integration
additions = 1. a) Correlator A. b) Correlator C

non-uniform mapping, F(n), between circular shifts of the
same PRN code and subcarriers are presented next.

First, for obvious reasons, F(n) must be injective: it never
maps distinct elements of its domain to the same element of its
codomain (all the circular shifts are unique): The tracking of a FMT signal is made using the classical
DLL, FLL and PLL structures with the desired discriminators
[8]. The differences with respect to a BPSK/BOC modulation

Second, the difference between any pair of circular shiftsare the correlator block, which must be chosen among the 3
F(n,), F(ny), must be different from any other pair of circular proposed ones, and the typical parameters values such as the
shifts, F(n), F(rs). Therefore, in the case where the DLL correlator spacing and coherent integration time.
subcarriers carrying circular shifts k(rand F(r) are falsely
locked due to the Doppler effect (match in frequency and cod&o
delay equal to F@x-F(n)), even if subcarriers,nF(ny)) and
n; (F(re)) are matched in frequency, their required code dela
(F(ny)-F(rng)) will be different.

VI. TRACKING PROCESS

(:3; M (623 ; 586k D & :d M (38)

In the tracking process, as opposite to the acquisition
cess, the symbol group starting point is always known
since the syncro-symbol process is already achieved. This
heans that correlator C can be used without constrains and,
since correlator C provides exactly the same non-coherent

IK@(:Js: F (Jg;a) M | K(@s: F (J7:47) (39) output as correlator A, it can be concluded that thet and
thaghr) D & 14 MM ] 3" data distributions provide the same tracking performance.
IK@:0s; F (Js;4); M IK®;:K (Jg;8 ) ; (40) The only difference is found on the coherent integration time:

ik aghsBhgl D & 4 MJIMIM I whereas correlator C coherent integration time has to be a
énultiple of the group symbol length, correlator A coherent

However, this condition is quite restrictive and cannot b L .
ptegration time has to be a multiple of the data symbol length.

accomplished if the number of PRN code chips (G) is smal
and the number of subcarriers is high (M). Therefore, we can However, a tracking performance preliminary analysis for

relax this condition without introducing any degradation in thehe different correlators when using a shorter integration time
solution by imposing equations (39) and (40) only wherthan the group symbol length is presented. Figure 19 shows
absolute frequency difference betwegnand f is the same the SNR at the correlator output main lobe in presence of
as the absolute frequency difference betwgearfd fs. If this  AWG noise: correlator A with a coherent integration time of 3

difference is not the same, when subcaryigisffalsely locked PRN code periods, and correlator C with an equivalent
with subcarrier f;, subcarriers,f, and f;3 cannot lock because coherent integration time equal to 3 PRN code periods (real

they do not match in frequency: coherent integration time of 1 PRN code period with L = 3).
IK@:0si F (Jgi8 ) M IKBR (Jgid); Figure 19 shows that the SNR at the correlator output main
ZI @6 F s L hasF By (41) lobe is higher for correlator A than for correlator C. In fact,

Pk acBrBed B & 1 { MM M) this SNR difference grows along the G/Mecrease and the

decrease of the total number of added coherent integrations
(L). The largest difference is found for L=1 (correlator B).



demodulator blocks, one for each parallel transmitted symbol.
Each single data symbol demodulator is responsible of
demodulating only one data symbol from the transmitted
symbol group and is made of P partial correlator blocks, one
for each subcarrier carrying the data symbol, which are
coherently added to accumulate the total data symbol energy.

Figure 20 shows the structure of the partial correlator
_ _ . applied to the subcarrier transporting tfedata part of the
Figure 20: Partla}LcorreIator block genlgral scheme of the'p part data symbol of the”kparallel group of transmitted symbols.
of the i data symbol of the K" symbol group The mathematical expression of the partial in-phase and

€ k: indicates transmitted symbol group quadrature-phase local replicas are:
€ i indicates data symbol inside thd" kransmitted CMLAE #.paa. ki P Feb 6,2:P F 1 . ys:P Fig  (42)
symbol groug [0, I-1] ) e e ’ Ces e
€ |: Number of data symbols inside a group symbol CULAE #.paa; k' P Feb 620 P K1 cd@Ey43P Fiig  (43)
Lo . h. . . h
€ p:indicates part of thé"idata symbol inside the''k General correlator output mathematical model, s[k,i,p] is:

transmitted group symbgs, [0, P-1]

€ P: Number of parts of the data symbol transmitted in Prsluziazei

different subcarriers O>GagaLzL  + yFARAQP (44)
€ Ty Duration of a data symbol part transmitted on a R
subcarrier @,96y L 22 B ! Assuming a perfect signal cariphase and signal carrier
€ Tp: Data symbol duration (multiple ofY frequency estimation{a N and ¢ B N),requation (44) can
€ p(t): Rectangular pulse of duration T be approximated forgpart andq data symbol as:
€ Ajp: Amplitude of the subcarrier transmitting th8 p 6
P t . . Khiya 484 . - N (45)
part of the ' data symbol with#g sk #x: 0 SAA/E: CGa&Ek N E@—t Qumaiacl; . KU'edy,4440
€ fup: Frequency of the subcarrier transmitting tfe p ic6
€ x4t hl, p): generated local rhepllca for th& part of 20¢ 6
the " data symbol inside the"lgroup symbol a5 Gs
VIl. DEMODULATION PROCESS %umiP L dax:as¢ Bajamier P F 1 & (47)
2@4a &
In this section, the demodulator blocks of théta 4" data L
distributions are presented. € T Chip time _ _
S € N, Number of chips of the PRN code which are
A. Demodulator block of the'?data distribution inside a symbol part length T

The 2 data distribution demodulator block has exactly the Note that depending onTthe values of R, o 0 Rvaries
same structure as the coherent in-phase correlator A block (Sﬁ- P 9 Ok Rioy.p '

; . i T, is a multiple of the PRN code lengthz& . 0 Ris the
Figure 6). Therefore, the estimated data symbol at epoch k Is ! X . (@y.p
given by expression] (see equation (21)). autocorrelation function of the PRN code. If ® not a

multiple of the PRN code length, ¢f)pd G is not the
B. Demodulator block of the3data distribution autocorrelation function of the PRN code.

The 3" data distribution demodulator block has the same  Figure 21 shows the structure of the demodulator of'the |
structure as the in-phase corraltor C block with kzlexcept  gata symbol of the'kparallel group of transmitted symbols.
for the smart addition block which is removed. In this case,
since more than one symbol is broadcasted at the same time, at
epoch r the estimated data symbols are given by expressions
€\[r] (see equation (29)).

This demodulator block should provide better
demodulation performance than thd® Zata distribution
demodulator block since thé®3jata distribution has a larger
time diversity.

C. Demodulator block of the™data distribution

The 4" data distribution demodulator block and the Figure 21: Single data symbol demodulator block scheme of the
justification of why T, must be a multiple of the PRN code i" data symbol
period are presented next. The" 4data distribution
demodulator block is made of | single data symbol



VIIl. SUMMARY

A summary of the different data distributions and of the
correlator blocks performances is provided in this section.

Assuming a good estimation of the signal code delay
(0 2® and assuming for simplifications purpo$es 45k )s
s[k,ig] can be expressed as:

E?5

oG a7 @, i 4.0macl; (48) TABLE III. FMT DATA DISTRIBUTIONS SUMMARY
t6y, 104 < FMT Data c Frequency Time
P 5 omponent 2 g 5 5
. o ) . Distribution Diversity Diversity
However, expression (48) is incomplete since it does | 1= Pilot Max Low
take into account the other visible satellites of the constellat - Quasi-Pilot / Data
. . . 2 : . Max Low
which are normally omitted when, s a multiple of the PRN with geo-ranging
code period, but this is not the case here. Therefore, tal 3d Data with geo- Max High
into account their influence, expression (48) becomes: [angng
P ( ) 4 Data no geo-ranging Max High
@ E?5
oG a”m t6,4 i 4 .0macl; E TABLE IV. FMT CORRELATORSSUMMARY (1/2)
% @4 Improvement with
) 195 £ (49) Correlator/ C/N, at the ) -
@&ar _l, o e L R . Demodulator | correlator output e RIS
Ete Peddlel Lidoppapuids - KefiaboM accumulation
Ve *@43@4 A Best High None
ie 6 B Worst Low None
N Depends on L. Depends on L.
4o40myncle L FomalR%omai P FLQP (50) C From worst (L=1) | From low (L=1) to Ss{amrt[i)r?l gr(;)itj]?
2Me 6 t0 best (L=lna) high (L=Liay) 9p
h
Dem._4 The best one Symt_)ol group
o . data distr. starting point
€ S: Number of visible satellites
€ d*%: Value of the § data symbol of the "k group TABLE V. FMT CORRELATORSSUMMARY (2/2)
S}’mbOI of the 8 Sz.ite”'te . | Correlator/ Tracking De mlgzﬁati - Acquisition
€ g Frequency difference between the signal carri] Demodulator | performance Performance performance
frequency estimation of the desired satellite and t No Trme _
signal carrier frequency of th& satellite. A Best diversity High
€ (g4 Phase difference between the signal carri High time
. . . . . B Worst ; ; Low
phase estimation of the desired satellite and the sig diversity
carrier phase of thd"satellite. Depends on L. Search
€ (02 Code dealy difference between the signal co High time Iange Inerease &

- ! y . . g - C Best di it maximum of 5(L-1)M or
delay estimation of the desired satellite and the sig versity 7(L-1)M times the
code delay of thessatellite. original range

PN ~ . N n h < 3
€ f(Ufs, O: Partial contribution to the demodulato De”:j-,“t data H'g_heSt{'me
block output of the ' satellite. tfs and O s are St ersity
assumed to no vary for the different p values. IX. CONCLUSIONS
4 .0m=ymad ke represents the partial correlation  |n this paper different data distributions have been

function between the”bﬁart PRN code of the"ssatellite presented for a FMT signal having each subcarrier
received signal and the"part PRN code of the generated broadcasting its own PRN code in time (MC-DS-CDMA type
local replica. This partial correlation is not 0 and the additiorof signal). For each data distribution in the FMT signal a
of all the partial correlations generates the completelifferent correlator block suiting the data distribution purposes
correlation function between the two PRN codesjs presented. Moreover, the no use of FFT-based type of
4.0ma=yaé ke Therefore, since the PRN codes arecorrelators has been justified and the mitigation of the Doppler
orthogonal by design, the complete correlation value is aboltffect has been described. The conclusions about the different
0. However, in expression (50) each partial correlation islata distributions and theirssociated correlator blocks are
weighted by the cosine of the error between the estimategiven below.
signal carrier frequency and th® satellite carrier frequency.

Therefore, in order to remove the influence of the visible Demodulation performance: When geo-ranging
: ' X . capabilities have to be provided, th8 @ata distribution is a
satellites, T must be a multiple of F so that the partial

correlations become complete correlations. In this cas riori better than the "2 data distribution since it offers a
I 50) | 't .p 1ons. ' etter time diversity. When geo-ranging capabilities do not
expression (50) is equal to: have to be provided, the best option is theddta distribution
oG é?ﬁlg“ since it provides the largest time diversity.

(51)



Tracking performanceSince the symbol-synchronization
is assumed to be achieved, frofitb 3° data distributions
provide the same tracking performance.

Acquisition performanceThe f'and 2° data distributions
provide the best acquisition performance. Thé @ata
distribution should use first correlator B for a rough search
and correlator B for the final precise search. The difference of
acquisition performance between the correlators decreases
along the signal C/phincrease.

To sum up, for only demodulation purposes the use of the
4" data distribution is recommended. For geo-ranging
purposes in addition to demodulation purposes, the system
should find a data distribution structure between fHeu2d 3’
data distributions which provides the desired trade-off
between demodulation and geo-ranging performances.
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