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Novel Vector Sensors Design with Three Co-located or Distributed Elements for the 3D DoA Estimation

Jimmy Lominé1, 2, *, Christophe Morlaas3, and Herve Aubert4

Abstract—In this paper, two novel vector sensors using a reduced number of radiating elements are proposed to estimate the directions of arrival of incoming electromagnetic signals in the 3D space, azimuth and elevation angles. The first one uses co-located radiating elements while the other one is based on distributed antenna elements. These two sensors combine only two half-loops and one linear monopole placed on a metallic plate in view of embedded applications. Full wave electromagnetic simulations are performed to take into account the electromagnetic coupling effects between the antenna elements. The directions of arrival estimation accuracy of electromagnetic signals incoming in arbitrary directions in the full 3D space are computed from the MUSIC algorithm. For experimental validation purpose, a prototype is manufactured and the directions of arrival measurements are performed. Then a novel vector sensor design with a reduced number of antenna elements is presented. The antenna elements are spatially distributed. An analysis is carried out to determine the largest distance between the antenna elements without causing ambiguous estimations in the 3D space. The estimation accuracy of the resulting sensor is reported. Finally the performances of these two vector sensors are compared.

1. INTRODUCTION

The direction of arrival (DoA) estimation is present in different applications such as radar, radio astronomy, sonar and navigation [1, 2]. The purpose is to estimate the DoA of incoming electromagnetic (EM) signals transmitting by sources located at unknown positions. It can be used for defense applications by detecting and localizing enemy transmissions or for civil applications by finding emergency beacons for Search And Rescue (SAR). In order to determine the DoA of incoming EM signals, two strategies are usually applied: the use of the spatial diversity [2] and the use of the polarization diversity [3]. A combination of these two well-known techniques could also be performed [4–9]. Nowadays many direction finding algorithms use the spatial diversity such as interferometry [10], which consists of measuring the phase differences between radiating elements of the sensor when it is illuminated by an incoming EM signals. In principle this approach can be applied to the 3D DoA estimation but the design of the sensors is not easy when it is applied to DoA in the full 3D space. The application of the polarization diversity requires smaller sensors because it does not need a minimum distance between radiating elements to estimate the DoA of incoming signals [11]. The DoA is estimated through the measurement of the EM field components of the incoming signal. The spatial distribution, combined with the diversity of polarization, has the advantage to improve the accuracy of the DoA estimation [8] and also, to decrease the undesirable mutual coupling between the antenna elements [9]. Following [3] the polarization diversity can be applied by using a vector sensor of six co-located antenna elements, such as three orthogonal electric dipoles and three orthogonal magnetic dipoles [11], in order to measure the six components of the incoming EM field.
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For vector sensors embedded on vehicles, the metallic objects that surrender the antennas can alter the measurement of the field components. However, the measurement of less than six components can be sufficient to estimate the DoA of an incoming transverse magnetic (TM) signal from regions that are not hidden by the surrounding metallic objects. Thus only three co-located antenna elements combining two orthogonal magnetic dipoles and one electric dipole may be sufficient for the DoA estimation of TM incoming signals from the upper half-space [12–18]. However, to the authors’ knowledge, no vector sensor using only three distributed antenna elements for polarization diversity applied to the 3D DoA estimation (azimuth and elevation angles) has been reported yet. Very recently Slater et al. [19] have investigated a vector sensor design with linearly distributed elements but only the 2D DoA estimation (azimuth angles only) has been reported.

In this paper two compact sensors combining only three dipoles are proposed for the 3D DoA estimation (azimuth and elevation angles). The first one (sensor A) uses co-located radiating elements while the second one (sensor B) combines distributed antenna elements. These two sensors incorporate two orthogonal loops and one dipole placed on a metallic plate in view of embedded applications. The DoA accuracy is computed and measured using the MUltilple SIgnal Classification (MUSIC) algorithm reported in [20].

This article is organized as follows. The Section 2 introduces the electromagnetic analysis of vector sensor using a reduced number of antenna elements. The design of a vector sensor with co-located radiating elements is reported in the Section 3 and the DoA accuracy is computed. This accuracy is measured in an anechoic chamber to validate the simulation approach. An original compact vector sensor using only three distributed antennas is proposed in the Section 4. A criterion based on the orthogonality between the signal and noise subspaces is proposed to determine the largest separation distance between constitutive elements of the sensor without causing ambiguous estimations. Finally the DoA accuracy obtained with the proposed sensors are compared.

2. DATA MODEL OF THE VECTOR SENSOR COMBINING TWO MAGNETIC DIPOLES AND ONE ELECTRIC DIPOLE

The analysis of a vector sensor combining six antenna elements is presented. From this analysis the data model of the sensor with a reduced number of radiating elements, combining only two magnetic dipoles and one electric dipole, is derived and the DoA estimation of incoming EM waves is introduced. In this section, mutual coupling between the antenna elements is neglected.

2.1. Data Model of a Vector Sensor Measuring the Six Components of the Incoming EM Fields

When the polarization diversity approach is applied to determine the DoA of an incoming signal, a vector sensor is generally used to simultaneously measure the six components of the EM field. Theoretically these components can be measured by using three orthogonal magnetic dipoles and three orthogonal electric dipoles. The data model of such vector sensor is given as follows [11]:

$$
\begin{bmatrix}
E_x(\phi, \theta, \gamma, \eta) \\
E_y(\phi, \theta, \gamma, \eta) \\
E_z(\phi, \theta, \gamma, \eta) \\
H_x(\phi, \theta, \gamma, \eta) \\
H_y(\phi, \theta, \gamma, \eta) \\
H_z(\phi, \theta, \gamma, \eta)
\end{bmatrix}
= \begin{bmatrix}
\cos \phi \cos \theta & -\sin \phi \\
\sin \phi \cos \theta & \cos \phi \\
-\sin \theta & 0 \\
-\sin \phi & -\cos \phi \cos \theta \\
\cos \phi & -\sin \phi \cos \theta \\
0 & \sin \theta
\end{bmatrix}
\times
\begin{bmatrix}
\sin \gamma e^{j\eta} \\
\cos \gamma
\end{bmatrix}
\odot
\begin{bmatrix}
e^{-j\bar{k}(\phi,\theta)\bar{r}_x} \\
e^{-j\bar{k}(\phi,\theta)\bar{r}_y} \\
e^{-j\bar{k}(\phi,\theta)\bar{r}_z} \\
e^{-j\bar{k}(\phi,\theta)\bar{r}_y} \\
e^{-j\bar{k}(\phi,\theta)\bar{r}_z}
\end{bmatrix}
\odot
\begin{bmatrix}
d(\phi,\theta) \\
g(\phi,\theta)
\end{bmatrix} \tag{1}
$$

where \(E_x, E_y\) and \(E_z\) denote to the three components of the electric field and, \(H_x, H_y\) and \(H_z\) denote to the three components of the magnetic field in the Cartesian (\(XYZ\)) coordinate system. \(A(\phi, \theta, \gamma, \eta)\) is called the steering vector. Each component depends on the azimuth angle \(\phi \in [0; 2\pi]\), the elevation angle \(\theta \in [0; \pi/2]\) (refer to Figure 1 for the definition of the azimuth and elevation angles) and the
polarization vector \( p(\gamma, \eta) \). In the \((u, v)\) polarization plane, orthogonal to the free space wave vector \( \vec{k}(\phi, \theta) \) (see Figure 1), the electric field is defined as follows:

\[
\vec{E}(t) = E_0 \sin(\gamma) \cos\left( wt - \vec{k} \cdot \vec{r} \right) \cdot \hat{u} + E_0 \cos(\gamma) \cos\left( wt - \vec{k} \cdot \vec{r} + \eta \right) \cdot \hat{v}
\]

where \( E_0 \) is the norm of the field vector \( \vec{E}(t) \), \( \gamma \in [0; \pi/2] \) denotes the auxiliary polarization angle, \( \eta \in [-\pi; \pi] \) denotes the polarization phase difference and \( w \) the radial frequency. Thus the polarization vector \( \vec{p} \) is defined in terms of two angles: \( \gamma \) and \( \eta \). The angles \( \phi \) and \( \theta \) define the DoA of the incoming EM signal and consequently denote the angles to be derived from the measurement of all field components by the vector sensor. This derivation may be performed using specific direction finding algorithms such as MUSIC [20] or ESPRIT [21]. The \( \circ \) operator in Eq. (1) denotes the elementwise multiplication operator and \( d(\phi, \theta) \) designates the spatial phase shift vector due to an eventual spatial distribution of the radiating elements. This vector depends on the free space wave vector \( \vec{k}(\phi, \theta) \) of the incoming EM wave and the vector position \( \vec{r}_i \) of the \( i \)th antenna elements. If the vector sensor is placed on the surface of a metallic support, some electromagnetic field components cannot be measured.

**2.2. Data Model of a Vector Sensor Measuring the \( E_z, H_x \) and \( H_y \) Components of the Incoming EM Fields**

When a sensor is located on the surface of a metallic plate in the \( xOy \) plane, the components \( E_x, E_y \) and \( H_z \) cannot be measured on this surface. Thus the vector sensor consists only of a combination of two magnetic dipoles, one to measure the component \( H_x \) and the other to measure the component \( H_y \), and one electric dipole to measure the component \( E_z \). The data model Eq. (1) can then be reduced to:

\[
\begin{bmatrix}
E_z(\phi, \theta, \gamma, \eta) \\
H_x(\phi, \theta, \gamma, \eta) \\
H_y(\phi, \theta, \gamma, \eta)
\end{bmatrix}
= \begin{bmatrix}
-\sin \theta & 0 \\
-\sin \phi & -\cos \phi \cos \theta \\
\cos \phi & -\sin \phi \cos \theta
\end{bmatrix}
\times p(\gamma, \eta) \circ \begin{bmatrix}
e^{-j\vec{k}(\phi, \theta) \cdot \vec{r}_{Ez}} \\
e^{-j\vec{k}(\phi, \theta) \cdot \vec{r}_{Hx}} \\
e^{-j\vec{k}(\phi, \theta) \cdot \vec{r}_{Hy}}
\end{bmatrix}
\]

(3)

If the incoming EM waves are transverse electric (TE) (\( \eta = 0 \) and \( \gamma = 0 \)) or transverse magnetic (TM) (\( \eta = 0 \) and \( \gamma = \pi/2 \)), the data model can be reduced to Eq. (4) and Eq. (5) respectively as shown in [18]:

\[
A_{TE}(\phi, \theta) = \begin{bmatrix}
0 \\
-\cos \phi \cos \theta \\
-\sin \phi \cos \theta
\end{bmatrix} \circ d_r(\phi, \theta)
\]

(4)

\[
A_{TM}(\phi, \theta) = \begin{bmatrix}
-\sin \theta \\
-\sin \phi \\
\cos \phi
\end{bmatrix} \circ d_r(\phi, \theta)
\]

(5)
where $A_{TE}$ and $A_{TM}$ denote the steering vector of the reduced vector sensor in the case of the horizontal and the vertical polarization, respectively. In this paper, only incoming EM signals with vertical polarization are considered, and consequently $A(\phi, \theta, \gamma, \eta) = A_{TM}(\phi, \theta)$. The dipole will be used to estimate the elevation angles of the DoA and the two loops will be used to estimate the azimuth angles. This data model does not allow the computation of the Poynting vector of the incoming EM field because the components $E_x$, $E_y$ and $H_z$ are not measured. Consequently a DoA direction finding algorithm based on the Poynting vector is not applicable in this case.

In this paper, the MUSIC algorithm is used to estimate the DoA of a vertically-polarized incoming EM signals from the data model:

$$X(\phi, \theta, \gamma, \eta, t) = A(\phi, \theta, \gamma, \eta)S(t) + n(t)$$

where $X(\phi, \theta, \gamma, \eta, t)$ is the measured snapshots at the sensor ports, $S(t)$ the incoming EM signal and $n(t)$ the uncorrelated noise assumed to be gaussian with a zero-mean and a variance $\sigma^2$. This algorithm is based on the concept of signal and noise subspaces [20]. The noise subspace is derived from the eigenvalue decomposition from the covariance matrix of the snapshots $X(\phi, \theta, \gamma, \eta, t)$. Then the signal subspaces are projected on the noise subspace, and the DoA angle is determined by the lowest projection value which is caused by the orthogonality between both subspaces. The quality of the noise subspace computation and consequently the accuracy of the DoA estimation, depend on the number of snapshots and the noise level [22]. The signal-to-noise ratio (SNR) at each antenna input port varies according to the amplitude variation of each field component in the full 3D space. Therefore, a reference signal-to-noise ratio (RSNR) for an arbitrary direction ($\phi_{ref} = 0^\circ$, $\theta_{ref} = 0^\circ$, in this paper) and for only one antenna input port is defined to compute the receiver noise power $P_N$ as follows:

$$P_N = \left|X(i) (\phi_{ref}, \theta_{ref}, t)\right|^2 / \text{RSNR}$$

where $X(i)(\phi, \theta, t)$ denotes the $i$th element of the vector $X(\phi, \theta, t)$ and RSNR the reference signal-to-noise ratio. For a given $P_N$ the SNR at each antenna port can be deduced as follows:

$$\text{SNR}(i)(\phi, \theta, t) = \left|X(i)(\phi, \theta, t)\right|^2 / P_N$$

where SNR$(i)(\phi, \theta, t)$ denotes the signal-to-noise ratio at the $i$th antenna input port for the DoA $(\phi, \theta)$. In this paper, the selected port is the loop port used to measure the $H_y$ component.

3. SENSOR A: THREE CO-LOCATED ANTENNA ELEMENTS FOR MEASURING $E_z$, $H_x$ AND $H_y$

The vector sensor A combines two loops and one linear dipole to measure the components $E_z$, $H_x$ and $H_y$. For this sensor, the antenna elements are co-located and consequently $d_r(\phi, \theta)$ is a unit vector.

3.1. DoA Estimation Results through Analytic Approach

A first simulation of DoA estimation is performed by neglecting the EM coupling between radiating elements. The closed-form equations of elementary dipoles radiation are used in this simulation to compute the signal received at each antenna input port. The incoming signals are assumed to be incident plane waves. The RSNR is set to 15 dB. A number $(N)$ of 100 snapshots has been used in the MUSIC algorithm. Moreover the average of the estimation accuracy has been obtained by using a number $(IT)$ of 100 estimations per DoA. Various angles of arrival of incoming signals have been selected between $45^\circ$ and $135^\circ$ in azimuth to assess the DoA estimation errors. Outside this angular range, the accuracy can be predicted due to the symmetry of the sensor geometry. The simulation results are shown in Table 1.

The accuracy of the DoA estimation is excellent for azimuth angles due to the absence of EM coupling between the antenna elements. However the estimation error of the elevation angle reaches $5^\circ$ when $\theta$ is close to $90^\circ$. This error is intrinsic to the sensor A because $\theta$ is estimated mainly from
Table 1. Mean estimation error of the sensor A — Simulation results without EM coupling between the antenna elements — RSNR = 15 dB, \( N = 100 \) and \( IT = 100 \).

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \theta )</th>
<th>Mean azimuth error</th>
<th>Mean elevation error</th>
</tr>
</thead>
<tbody>
<tr>
<td>55°</td>
<td>20°</td>
<td>0°</td>
<td>0°</td>
</tr>
<tr>
<td>95°</td>
<td>40°</td>
<td>0°</td>
<td>0.35°</td>
</tr>
<tr>
<td>130°</td>
<td>60°</td>
<td>0°</td>
<td>1.2°</td>
</tr>
<tr>
<td>45°</td>
<td>80°</td>
<td>0°</td>
<td>5°</td>
</tr>
</tbody>
</table>

The knowledge of the \( E_z \) component (see the steering vector \( A_{TM} \)). In Figure 2, the variation of \( A_{TM} \) according to \( \theta \) is analyzed through the power \( P_r(\theta) \) received by the electric dipole and computed from (9).

\[
P_r(\theta) = 20 \log \left( \frac{|A_{TM}^{(1)}(\theta)|}{\max(A_{TM}^{(1)}(\theta))} \right) \tag{9}
\]

where \(^{(1)}\) denotes the first component of the steering vector \( A_{TM} \). In the angular range from \( \theta = 60° \) to \( \theta = 90° \), the maximum dynamic of the received power is 1.25 dB while it is 11.3 dB for the elevation angles included between \( \theta = 10° \) and \( \theta = 40° \). The higher the variation in an angular range, the higher the accuracy of the estimation. It correlates with the results given in Table 1. Beside, as shown in Figure 2, the SNR decreases for \( \theta \) lower than 10° and consequently the DoA estimation deteriorates.

![Normalized \( P_r(\theta) \) at the input port of the electric dipole in the \( E \)-plane — simulation results.](image)

In practice eventual sensor anomalies or mutual coupling between dipoles may affect the DoA estimation accuracy. To take into account these effects, full wave electromagnetic simulations have been performed and the results are reported in Section 3.3.

3.2. Antenna Design

The vector sensor A, shown in Figure 3 has been modeled and simulated with the electromagnetic simulation software HFSS. The operating frequency has been set to 2.8 GHz. The sensor dimensions are given in Figure 5 and in Table 2. The antenna elements are printed on double layers FR4 PCB with a thickness of 1.5 mm, a relative permittivity \( \epsilon_r = 4.4 \) and a loss tangent of 0.02. The double layers PCB used for the horizontal support is the ROGER4003 with a thickness of 1.542 mm, \( \epsilon_r = 3.55 \) and loss tangent of 0.0027. A metallic disc is placed at the bottom of the sensor A in view of embedded applications. Its diameter is fixed to 300 mm (≈ 2.8λ). This metallic plate allows to reduce the size of the antenna elements by using the image theory (the loops are replaced by half-loops and the dipole by a monopole). Capacitive effects are performed to increase the electric length of the radiating elements and to get the impedance matching as shown in Figure 4.
The loop feeding is performed through a coupling effect between the metallic plate A connected to the SMA connector E and the loop D. This coupling effect allows to set the antenna input impedance. A second capacitive effect, between the plates B and C, is used to adjust the resonant frequency at the required value. Since the half-loops are printed on a double PCB layers, the same process is applied to the other half-loops extremity. A phase shift of $\pi$ is applied to the opposite feeding to generate a constant current distribution all along the half-loops. For the monopole G, there are two capacitive effects. The first one is in parallel to the feeding port connected to the SMA connector H. It uses to adjust the impedance matching. It is performed through the coupling between the metallic plates F and C. The second one is located at the end of the monopole with the metallic disc I. It uses to increase the electric length of the radiating element. All antenna elements are connected together at the point indicated in Figure 3.

### 3.3. DoA Estimation Results through Full Wave Electromagnetic Simulations

In order to estimate the DoA of incoming EM signals in the presence of the EM coupling between antenna elements, incident plane waves have been considered by using full wave electromagnetic simulations. The
resulting steering vectors have been extracted and imported into the MUSIC algorithm. A gaussian noise is added to these data to create the snapshots $X (\phi, \theta, \gamma, \eta, t)$. The eventual EM coupling between the sensor antennas can alter the estimation accuracy. These effects have to be compensated with a calibration process [23]. Several calibration methods have been proposed in literature [23–25]. In this work, it is directly performed through full wave electromagnetic simulations. The sensor is illuminated by an incident plane wave for each direction in the 3D half-space. An angular step of $5^\circ$ in azimuth and elevation has been chosen for limiting the use of high memory resources. For each DoA, the steering vector is extracted and stored in a matrix, called “calibration matrix”. The eventual amplitude and phase distortions are taken into account by substituting the antenna model used in the MUSIC algorithm by the calibration matrix. Thus the calibration process is ideal for the DoA estimation through full wave electromagnetic simulations.

The estimation configuration in the MUSIC algorithm are: $\text{RSNR} = 15 \text{dB}, N = 100$ and $\text{IT} = 100$. The considered DoA of the incoming waves are those used in the analytic approach. The simulation results, given in Table 3, indicate that the sensor A allows estimating the DoA with an error of $4.8^\circ$. This DoA estimation error is due to the lack of dynamics of the power received at the monopole port as explained in the Section 3.1. The error is low and close to the theoretical prediction indicated in Table 1. The estimation of the DoA $(\phi, \theta) = (55^\circ, 20^\circ)$ is performed with an error of $1.7^\circ$. This is explained by a low SNR value at the monopole input port due to the low levels of the received signals for this elevation angle. This field attenuation is increased in the presence of the metallic plate: this plate alters the received field in this DoA as shown in the simulated radiation patterns in Figure 7. Thus the estimation of the elevation angles is less robust to the noise in this area. In these graphs, the elevation angles are on the radial axis and the azimuth angles on the circular axis.

**Table 3.** Mean estimation error by using the sensor A — simulation results by taking into account EM coupling between the antenna elements — $\text{RSNR} = 15 \text{dB}, N = 100$ and $\text{IT} = 100$.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\theta$</th>
<th>Mean azimuth error</th>
<th>Mean elevation error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$55^\circ$</td>
<td>$20^\circ$</td>
<td>$0.8^\circ$</td>
<td>$1.7^\circ$</td>
</tr>
<tr>
<td>$95^\circ$</td>
<td>$40^\circ$</td>
<td>$0.05^\circ$</td>
<td>$0.5^\circ$</td>
</tr>
<tr>
<td>$130^\circ$</td>
<td>$60^\circ$</td>
<td>$0.2^\circ$</td>
<td>$0.4^\circ$</td>
</tr>
<tr>
<td>$45^\circ$</td>
<td>$80^\circ$</td>
<td>$2.1^\circ$</td>
<td>$4.8^\circ$</td>
</tr>
</tbody>
</table>

### 3.4. DoA Estimation Results through Experimentations

The purpose of these experimentations is to validate the design methodology and the simulation results relative to the sensor A. A prototype of the sensor A, with an operating frequency set to 2.8 GHz, has been manufactured for this experimental validation as shown in Figure 6. The measurements are performed in an anechoic chamber. The calibration matrix obtained from the full wave electromagnetic simulation derived in the Section 3.3 is used into the MUSIC algorithm for this experimentation. In this case, the calibration process is no more ideal because the calibration matrix is determined from simulations and not from measurement. The DoA estimation is firstly performed by mean of full wave electromagnetic simulation. The corresponding results are summerized in the Table 4. Then the measurement of the DoA estimation is reported in Table 5. Both estimations are performed with the same configuration: $\text{RSNR} = 30 \text{dB}, N = 1$ and $\text{IT} = 100$.

The simulation and measurement results are in good agreement. The highest errors are obtained for the same directions of arrival. The maximum measured errors of the DoA estimation are $9.2^\circ$ in azimuth and $7.5^\circ$ in elevation for $(\phi, \theta) = (55^\circ, 20^\circ)$. The estimation of the DoA $(\phi, \theta) = (55^\circ, 20^\circ)$ and $(\phi, \theta) = (45^\circ, 80^\circ)$ are not accurate, as expected from the simulation results. These errors are due to the low SNR in these directions. The measured radiation patterns are in good agreement with the simulated ones as shown in Figure 7. In these graphs, the elevation angles are on the radial axis and the azimuth angles on the circular axis. To improve the estimation accuracy in these DoA, the number of snapshots has to be increased (see Table 3). For the DoA $(\phi, \theta) = (95^\circ, 40^\circ)$ and $(\phi, \theta) = (130^\circ, 60^\circ)$, the estimation accuracy is close to the simulation results with an error lower than $5^\circ$ by measurement.
Figure 6. Prototype of the sensor A on a metallic plate of 300 mm in diameter.

Table 4. Simulated estimation error by using the sensor A with EM coupling — RSNR = 30 dB, \(N = 1\) and \(IT = 100\).

<table>
<thead>
<tr>
<th>(\phi)</th>
<th>(\theta)</th>
<th>Mean azimuth error</th>
<th>Mean elevation error</th>
</tr>
</thead>
<tbody>
<tr>
<td>55°</td>
<td>20°</td>
<td>7.4°</td>
<td>2.95°</td>
</tr>
<tr>
<td>95°</td>
<td>40°</td>
<td>1.2°</td>
<td>2.75°</td>
</tr>
<tr>
<td>130°</td>
<td>60°</td>
<td>1.35°</td>
<td>2.1°</td>
</tr>
<tr>
<td>45°</td>
<td>80°</td>
<td>4.65°</td>
<td>5.9°</td>
</tr>
</tbody>
</table>

Table 5. Measured estimation error by using the sensor A — RSNR = 30 dB, \(N = 1\) and \(IT = 100\).

<table>
<thead>
<tr>
<th>(\phi)</th>
<th>(\theta)</th>
<th>Mean azimuth error</th>
<th>Mean elevation error</th>
</tr>
</thead>
<tbody>
<tr>
<td>55°</td>
<td>20°</td>
<td>9.2°</td>
<td>7.5°</td>
</tr>
<tr>
<td>95°</td>
<td>40°</td>
<td>2.3°</td>
<td>5°</td>
</tr>
<tr>
<td>130°</td>
<td>60°</td>
<td>3.6°</td>
<td>1.6°</td>
</tr>
<tr>
<td>45°</td>
<td>80°</td>
<td>7.6°</td>
<td>2.8°</td>
</tr>
</tbody>
</table>

Figure 7. Normalized gain from 45° to 135° in azimuth and 0° to 90° in elevation of (a) the simulated monopole \(E_z\), (b) the measured monopole \(E_z\), (c) the simulated half-loop \(H_x\), (d) the measured half-loop \(H_x\), (e) the simulated half-loop \(H_y\), (f) the measured half-loop \(H_y\).

and 2.75° by simulation. This small difference of accuracy is due to amplitude and phase distortions not taken into account in the simulated calibration matrix.
4. SENSOR B: THREE DISTRIBUTED ANTENNA ELEMENTS FOR MEASURING $E_z$, $H_x$ AND $H_y$

In this section a vector sensor, called sensor B, with distributed antenna elements (i.e., not co-located) is proposed as shown in Figure 8. Compared with the co-located configuration of the sensor A, the spatial distribution of the radiating elements provides an additional phase shift at the antenna ports. This phase shift depends on the DoA of the incoming EM waves but also on the position of each antenna element of the vector sensor. According to the electrical separation distance between the antenna elements and to the array geometry, some DoA estimations can be ambiguous. Thus to design the sensor B, a process allowing to spot ambiguous angles had to be implemented.

![Figure 8. Design of the vector sensor B.](image)

4.1. Ambiguity Analysis Process

The presence of ambiguous angles means that at least two steering vectors associated with two different DoA are orthogonal to the noise vector subspace [26]. The MUSIC algorithm computes the orthogonality between the signal vector subspaces and the noise vector subspace to estimate the DoA [20]. Thus this algorithm cannot distinguished two DoA with coplanar steering vectors. Before designing an antenna array applied to the DoA estimation, an analysis has to be carried out in order to define the largest separation distance between the antenna elements without causing ambiguous estimations. The angle between two steering vectors can be used as criterion to spot these ambiguities [27, 28]. This angle is given by:

$$\alpha(\phi_1, \theta_1, \phi_2, \theta_2) = \cos^{-1}\left(\frac{|A_r(\phi_1, \theta_1)^* \cdot A_r(\phi_2, \theta_2)|}{||A_r(\phi_1, \theta_1)|| \cdot ||A_r(\phi_2, \theta_2)||}\right)$$

(10)

where $\alpha \in [0; \pi/2]$ denotes the angle (modulo $\pi/2$) between the two steering vectors $A_r(\phi_1, \theta_1)$ and $A_r(\phi_2, \theta_2)$. Two coplanar steering vectors give $\alpha = 0^\circ$ and two orthogonal steering vectors give $\alpha = 90^\circ$.

4.2. Antenna Design

To determine the distance between the antenna elements of the sensor B, an ambiguity analysis is carried out. The range of the separation distance $r$ covered by this analysis starts from 0 (co-located elements) up to $\lambda/2$. The radiating elements are equidistant of each others and located on a circle of $r/\sqrt{3}$ in radius. They are considered as elementary dipoles (magnetic and electric) and EM coupling effects are neglected. Since the sensor B is applied to the direction estimation in 3D half-space, the criterion $\alpha$, given in (10), is computed for $\phi_1$ and $\phi_2 \in [0; 2\pi]$ and for $\theta_1$ and $\theta_2 \in [0; \pi/2]$. For each DoA $(\phi_1, \theta_1)$, the minimum $\alpha$ is extracted to obtain the 3D ambiguity spectra given in Figure 9. Up to a distance of $\lambda/4$, no ambiguous angle is detected $(\alpha_{\text{min}}(\phi_1, \theta_1) > 0)$. However for $r$ close to $\lambda/3$ an ambiguity appears between $\phi_1 = 0^\circ$ and $\phi_1 = 180^\circ$ for $\theta_1$ close to $90^\circ$ as shown in Figure 9(d). This ambiguity shifts to the low $\theta_1$ when the separation distance increases as shown in Figures 9(e) and 9(f). A second ambiguity appears at $\lambda/2$ between $\phi_1 = 90^\circ$ and $\phi_1 = 270^\circ$ for the $\theta_1$ close to $90^\circ$. This analysis allows to conclude that the separation distance $r$ should not exceed $0.3 \times \lambda$ for the sensor B:

$$r/\lambda < 0.3$$

(11)
Figure 9. Theoretical 3D ambiguity spectra ($\alpha_{\text{min}}(\phi_1, \theta_1)$) associated with the sensor B with (a) $r = 0$, (b) $r = 0.1 \times \lambda$, (c) $r = 0.2 \times \lambda$, (d) $r = 0.3 \times \lambda$, (e) $r = 0.4 \times \lambda$, (f) $r = 0.5 \times \lambda$.

Table 6. Dimensions of the sensor B (in mm).

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c1</th>
<th>c2</th>
<th>d1</th>
<th>d2</th>
<th>e</th>
<th>f</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1</td>
<td>6.74</td>
<td>19</td>
<td>4</td>
<td>2.2</td>
<td>2.2</td>
<td>23.5</td>
<td>25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus the distance $r$ is set to $\lambda/4$ to avoid ambiguous angles as shown in Figure 11(a).

The sensor B is modeled using HFSS. The dimensions of the antenna (two half-loops and one linear monopole) are given in Figure 10 and in Table 6. The operating frequency has been set to 2.4 GHz. A metallic disc is placed at the bottom of the sensor B. Its diameter is fixed to 350 mm ($\approx 2.8\lambda$).

A new ambiguity analysis is carried out with the steering vector obtained from full wave electromagnetic simulation. This analysis confirms that for $r = \lambda/4$ there is no ambiguous angle with this realistic vector sensor (see Figure 11(b)). The metallic disc at the bottom of the sensor B alters the ambiguity spectrum by reducing the received power for elevation angles close to $22.5^\circ$. However, the resulting 3D ambiguity spectrum is close to the theoretical results for other directions of arrival.
Figure 10. Vector sensor B combining three distributed radiating elements: two half-loops and one linear monopole.

Figure 11. The 3D ambiguity spectrum ($\alpha_{\min}(\phi_1, \theta_1)$) in the half-space with $r = \lambda/4$ associated with (a) the theoretical sensor B, (b) the simulated sensor B.

Table 7. Mean DoA estimation error - Simulation results by using the sensor A and the sensor B — RSNR = 15 dB, $N = 100$ and $IT = 100$.

<table>
<thead>
<tr>
<th>$\phi$ (°)</th>
<th>$\theta$ (°)</th>
<th>Sensor A Mean $\phi$ error</th>
<th>Sensor A Mean $\theta$ error</th>
<th>Sensor B Mean $\phi$ error</th>
<th>Sensor B Mean $\theta$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>45</td>
<td>0.1°</td>
<td>0.1°</td>
<td>0.45°</td>
<td>0.3°</td>
</tr>
<tr>
<td>45</td>
<td>10</td>
<td>0.2°</td>
<td>5.4°</td>
<td>0.7°</td>
<td>0.65°</td>
</tr>
<tr>
<td>45</td>
<td>80</td>
<td>2.1°</td>
<td>4.8°</td>
<td>1.25°</td>
<td>4.2°</td>
</tr>
<tr>
<td>55</td>
<td>20</td>
<td>0.8°</td>
<td>1.7°</td>
<td>0.45°</td>
<td>0°</td>
</tr>
<tr>
<td>90</td>
<td>80</td>
<td>2.2°</td>
<td>5.7°</td>
<td>0.8°</td>
<td>5.2°</td>
</tr>
<tr>
<td>95</td>
<td>40</td>
<td>0.1°</td>
<td>0.5°</td>
<td>0.5°</td>
<td>0.4°</td>
</tr>
<tr>
<td>130</td>
<td>60</td>
<td>0.2°</td>
<td>0.4°</td>
<td>0.15°</td>
<td>1.35°</td>
</tr>
<tr>
<td>135</td>
<td>90</td>
<td>4.5°</td>
<td>3°</td>
<td>1.75°</td>
<td>2.3°</td>
</tr>
<tr>
<td>180</td>
<td>45</td>
<td>0.15°</td>
<td>0.35°</td>
<td>0.25°</td>
<td>0.3°</td>
</tr>
<tr>
<td>225</td>
<td>10</td>
<td>0.05°</td>
<td>5.3°</td>
<td>0.15°</td>
<td>0.1°</td>
</tr>
<tr>
<td>270</td>
<td>45</td>
<td>0.2°</td>
<td>0.5°</td>
<td>0.1°</td>
<td>0.25°</td>
</tr>
<tr>
<td>315</td>
<td>80</td>
<td>2.35°</td>
<td>5.3°</td>
<td>0.6°</td>
<td>3.75°</td>
</tr>
</tbody>
</table>

4.3. Comparison of the DoA Estimation Accuracy between the Sensor A and the Sensor B

The DoA estimation accuracy of the sensor B is computed for a RSNR of 15 dB and 10 dB and compared with one obtained by using the sensor A. The calibration matrix computed with the same process such as in the Section 3.3 is imported into the MUSIC algorithm. The number of snapshots ($N$) and iterations
Table 8. Mean DoA estimation error — Simulation results by using the sensor A and the sensor B — RSNR = 10 dB, N = 100 and IT = 100.

<table>
<thead>
<tr>
<th>φ (°)</th>
<th>θ (°)</th>
<th>Sensor A</th>
<th></th>
<th>Sensor B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean φ error</td>
<td>Mean θ error</td>
<td>Mean φ error</td>
</tr>
<tr>
<td>0</td>
<td>45</td>
<td>1.7</td>
<td>2.75</td>
<td>2.8</td>
</tr>
<tr>
<td>45</td>
<td>10</td>
<td>4.65</td>
<td>7.2</td>
<td>3.95</td>
</tr>
<tr>
<td>45</td>
<td>80</td>
<td>6.55</td>
<td>6.8</td>
<td>3.5</td>
</tr>
<tr>
<td>55</td>
<td>20</td>
<td>13.45</td>
<td>3.25</td>
<td>4.35</td>
</tr>
<tr>
<td>90</td>
<td>80</td>
<td>5.35</td>
<td>7.15</td>
<td>2.6</td>
</tr>
<tr>
<td>95</td>
<td>40</td>
<td>1.4</td>
<td>2.8</td>
<td>1.45</td>
</tr>
<tr>
<td>130</td>
<td>60</td>
<td>2</td>
<td>2.65</td>
<td>2</td>
</tr>
<tr>
<td>135</td>
<td>90</td>
<td>9.3</td>
<td>6.3</td>
<td>4.85</td>
</tr>
<tr>
<td>180</td>
<td>45</td>
<td>1.05</td>
<td>2.3</td>
<td>1.25</td>
</tr>
<tr>
<td>225</td>
<td>10</td>
<td>3.2</td>
<td>7.35</td>
<td>1.7</td>
</tr>
<tr>
<td>270</td>
<td>45</td>
<td>1</td>
<td>2.55</td>
<td>0.8</td>
</tr>
<tr>
<td>315</td>
<td>80</td>
<td>6.15</td>
<td>6.65</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 9. Simulated coupling between the antenna elements of the sensor A.

<table>
<thead>
<tr>
<th>Sensor A</th>
<th>Ex monopole</th>
<th>Hx half-loop</th>
<th>Hy half-loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex monopole</td>
<td>X</td>
<td>-7.7 dB</td>
<td>-7.7 dB</td>
</tr>
<tr>
<td>Hx half-loop</td>
<td>-7.7 dB</td>
<td>X</td>
<td>-14.7 dB</td>
</tr>
<tr>
<td>Hy half-loop</td>
<td>-7.7 dB</td>
<td>-14.7 dB</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 10. Simulated coupling between the antenna elements of the sensor B.

<table>
<thead>
<tr>
<th>Sensor B</th>
<th>Ex monopole</th>
<th>Hx half-loop</th>
<th>Hy half-loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex monopole</td>
<td>X</td>
<td>-20.8 dB</td>
<td>-15.5 dB</td>
</tr>
<tr>
<td>Hx half-loop</td>
<td>-20.8 dB</td>
<td>X</td>
<td>-35.6 dB</td>
</tr>
<tr>
<td>Hy half-loop</td>
<td>-15.5 dB</td>
<td>-35.6 dB</td>
<td>X</td>
</tr>
</tbody>
</table>

(IT) are both set to 100. The results are given in Table 7 and in Table 8.

The simulation results show that the sensor B is more accurate than the sensor A. For high RSNR (≥ 15 dB), the maximum estimation error in the half-space for the sensor B is 1.65° in azimuth and 5.2° in elevation and 4.5° and 5.7° for the sensor A. When the RSNR is 10 dB, the highest error is 4.85° in azimuth and 6.8° in elevation for the sensor B and 13.45° and 7.35° for the sensor A. Such improvement of the accuracy is due to the additional information on DoA provided by the spatial phase shift but also to the reduction of the coupling effect, as shown in Table 9 and in Table 10 for the sensor A and the sensor B respectively. The mutual coupling reduces the dynamic of the power received by each antenna port and consequently alters the DoA estimation sensitivity. Thus the sensor A is found to be less robust to the noise level than the sensor B.

5. CONCLUSION

In this work, two new designs of vector sensor have been proposed to estimate the directions of arrival in the 3D space (azimuth and elevation angles) of TM electromagnetic signals. The two sensors are composed of three antenna elements only: two orthogonal half-loops and one linear monopole. Each design uses a metallic plate as antenna support in view of embedded applications. One sensor, called sensor A, uses co-located elements while the other one, called sensor B, is based on distributed antenna elements. The accuracy of the DoA estimation with the sensor A has been computed through full
Novel vector sensors design for the 3D DoA estimation wave electromagnetic simulations and by using the MUSIC algorithm. A prototype of this antenna has been manufactured for validation purpose with measurements performed in an anechoic chamber. The sensor B has been studied with the same simulation process. A 3D ambiguity analysis has been carried out to determine the separation distance between the antenna elements without causing ambiguous estimations. This distance is found to be close to $\lambda/3$. The DoA estimation with the sensor B has been found more accurate than one obtained by using the sensor A. It is due to the reduction of the EM coupling and the additional information on the DoA provided by the spatial phase shift resulting from the spatial distribution of the antenna elements of the sensor B.
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