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Abstract—Collision voidance systems are crucial for RPAS integration, yet comparing their performances remain difficult. We believe that using fast time simulations and standard evaluation metrics would facilitate their comparison while providing insight into their benefits. However, fast time simulations are often viewed as hard to set up and limited to large scale demonstrations. We believe even small experiments can take advantage of them with huge benefits. The aim of this work is to ease access to fast time simulations by providing explanations, examples and references to previous works and to free software. We also list commonly used evaluation metrics for collision avoidance system performance ranking. By easing the setup of fast time simulation experiments, we believe future works will be able to provide their results in a more detailed and comparable form.
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I. INTRODUCTION

According to the SESAR-JU European Drones Outlook Study [1], the European RPAS market is expected to weight 10 billion euros annually by 2035. The creation of such a large business requires an ongoing regulatory effort. However, before regulation can provide the rules, the research communities need to overcome some technological locks including the Detect And Avoid (DAA) problem. In the context of this work, DAA should be understood as aerial traffic DAA, which involves two functions: Traffic Avoidance (TrA), also called Remain Well Clear (RWC), and Collision Avoidance (CA). However, in controlled airspace, TrA is provided by ATC services so the rest of this paper focuses on the CA function only.

As will be shown in the next section, numerous works have proposed CA algorithms, however their comparison remains difficult because they use different evaluation methods. In this paper, we advocate in favor of using Fast Time Simulations (FTSs) with appropriate validation metrics to assess the effectiveness of a Collision Avoidance System (CAS). In order to ease the use of such method, section III provides an overview of the methodology and the main components of a FTS for CAS. These components need to be integrated in a simulation framework to analyze their interactions, so Section IV introduces three freely available simulation frameworks. Section V presents metrics to post process the FTS output into a performance assessment. Finally, Section VI concludes on the main reasons to rely on FTS when evaluating a CAS and the main steps to do so.

II. EXISTING EVALUATION METHODS

Simulations and evaluations used in previous works provide useful insight into CAS evaluation methods and what needs to be simulated (flying objects, flight patterns, sensors, etc.). We considered three different sources of information: evaluation from the research communities to show the performances of a given algorithm, evaluation with large scale demonstrator for RPAS integration in civil airspace and evaluations by regulatory bodies to authorize or enforce the use of a CAS for manned aviation. Evaluation methods can be grouped in different categories as proposed by Lacher et al. in [2], where each family of methods addresses specific questions (see Table I). In the following, the term Fast Time Simulation (FTS) is used for simulations where all the agents are computer models implemented by programs with no real-time constraints. In the case of Real Time Simulations (RTS), part of the agents are human operators (e.g. pilots, controllers). Finally, in the case of test flights, one or more actual aircraft, equipped with the CAS to be evaluated, are flown along real or simulated traffic.

A. Algorithms Evaluation

Most research algorithm evaluations aim at showing the performances of the collision avoidance or the surveillance part on its own, they rarely consider the whole environment and all its uncertainties. As sensors are scarcely simulated, the first four lines of Table I are rarely considered in these kinds of evaluations. In numerous works, evaluation encounters are designed by hand, usually depicting challenging or worst case scenarios. In [3], the authors evaluate a CA method based on spiraling motion for avoidance. The evaluation is done on four manually defined scenarios representing challenging geometries, with a point mass model for aircraft. The authors of [4] perform a simulation with five-degree-of-freedom aircraft models for both ownership and intruders. Encounters are designed by hand and aim at representing typical collision encounters. In [5], the evaluation scenarios are handmade 2-D grids containing moving and/or fixed obstacles, all aircraft being considered as point masses.
TABLE I: Evaluation Methods, and the Questions That Can Be Addressed (Table from [2]). In this Table, the Fast Time Simulation methods are called Monte Carlo Simulations.

<table>
<thead>
<tr>
<th>Method</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>What does the sensor see? Range?</td>
<td></td>
</tr>
<tr>
<td>Azimuth? Elevation? Speed?</td>
<td></td>
</tr>
<tr>
<td>How large an object can it see? How far away?</td>
<td></td>
</tr>
<tr>
<td>Are sensor specifications accurate?</td>
<td></td>
</tr>
<tr>
<td>Does the system function together?</td>
<td></td>
</tr>
<tr>
<td>Does collision avoidance capability provide safe separation from manned aircraft?</td>
<td></td>
</tr>
<tr>
<td>Does collision avoidance algorithms react in an acceptable way for other planes?</td>
<td></td>
</tr>
<tr>
<td>Does capability exist in an acceptable way in the context of the operating environment (e.g., ATM)?</td>
<td></td>
</tr>
<tr>
<td>What are the limits of the capability? Conditions? Size or number of targets?</td>
<td></td>
</tr>
<tr>
<td>How does collision avoidance technology compare to “see and avoid”?</td>
<td></td>
</tr>
<tr>
<td>What is the overall system performance? Impact of collision avoidance</td>
<td></td>
</tr>
</tbody>
</table>

In order to better assess the effectiveness of a CAS, some works perform FTS: the CAS is evaluated in thousands of simulated encounters. In [6], the CAS is evaluated by simulating a RPAS flying a pattern in the middle of surrounding traffic obtained through logged ADS-B data. In [7], the authors generate ten million encounters using the MIT uncorrelated encounter model [8]. Finally, Allignol et al. simulate more than two hundred thousand encounters based on records of real traffic data and simulated RPAS trajectories [9].

In some cases, RTS with a simulated or real flight have been used. The method proposed in [6] is evaluated with flight tests where the encounter geometries were manually defined. In [10], Lyu et al. use the FlightGear JSBsim simulator to integrate a simulated RPAS into real-time acquired ADS-B data.

When it comes to simple CA algorithms evaluation, most works rely on simulations designed by hand, rarely on FTS, RTS or test flights. These methods are more common for larger scale experiments as will be shown in the following.

B. Large Scale Evaluations for RPAS integration

Large scale projects, aimed at evaluating integrated solutions, rely on a large panel of validation tools. Though the following methods are not all completely dedicated to CAS, these evaluation methods are worth mentioning.

The ODREA project [11] included FTS, RTS and flight tests. The FTS relied on recorded traffic of one day over the south-west of France. These where replayed and RPAS were simulated as performing missions in the airspace with six different motion patterns, different offsets to the RPAS position and different equipment (TCAS/DAA, coordination) for a total of 874,800 encounters. The RTS involved actual Air Traffic Control Operators (ATCOs) and pseudo-pilots simulating the RPAS and background traffic. Three RPAS (2 slow, 1 fast) where simulated in the middle of traffic in nominal and degraded cases (loss of C2 link). Finally, flight tests involved take-off and landing from/to airports following different routes.

The MIDCAS project [12] aimed at gaining insight into the efficiency of a DAA solution for TrA and CA. The preliminary simulations consisted in creating a flight area where intruders were spawned at random locations, with fixed speed in order to reach a given density of aircraft. Simulated flights lasted 30s and where run to accumulate 100,000 hours. For the FTS, a Monte Carlo analysis has been carried out on 30,000 encounters generated from the European Encounter Model (primary radar data) and Uncorrelated Encounter Model. The RPAS is simulated as a 6 DOF object. It is worth noting that a pilot behavior model has been used in the simulations. Results were analyzed for statistics over NMAC and Target Level of Safety (TLS). For the RTS, specific short scenarios have been manually designed, with multiple intruders. The ATC simulations where performed by recreating flight plans across three active Airports and CTR in Sweden with flights durations over 40 minutes. The RPAS was commanded by a pseudo pilot and traffic and collision avoidance maneuvers where coordinated by actual ATC operators. Finally, actual flights tests were carried out with more than 90 scenarios (29 virtual and 71 real intruders) to test the traffic and collision avoidance. This work is currently extended in the MIDCAS Standardization Support Phase (MIDCAS SSP) with more FTS and RTS to come.

In a long series of experiments aimed at evaluating different CAS methods, the NASA performed numerous FTS, RTS, pilot and controller evaluations as well as test flights. Preliminary works allowed defining needed notions like sensors requirements [13] and a well-clear definition [14]. Based on these studies, RPAS integration experiments [15], tested three different DAA algorithms, CPDS (General Atomics and TU Delft), JADEM (NASA Ames) and Stratway+ (NASA Langley) during flight tests. These flight tests mixed control tower and background traffic simulated with the NASA LVC environment and two live aircraft for the ownship and the intruder. Through 11 flights, 108 encounters were created.

These examples show that various simulation types are usually combined for large scale evaluations, a common combination being: FTS, RTS and flight tests. As noted in the MIDCAS documentation, FTSs allow statistical validation, RTSs provide functionalities validation and flight tests give results for actual situations.

C. Evaluation for Regulation

CASs for manned aviation have been around for decades. Before being authorized or enforced, these systems have been thoroughly tested. In the last fifteen years, three important systems have been evaluated: ACAS II, STCA, and ACAS X (in the US only).

During the ACASA project [16], multiple experiments have been conducted to evaluate the effect of ACAS II on safety depending on various conditions. These evaluations have led to the development and use of the European Encounter model,
and focused on the number of unresolved/induced encounters as well as the risk ratio.

To establish Short Term Conflict Alert (STCA) performance requirements, a series of FTS have been carried out in [17]. Encounters were generated using the ATM encounter model (440,000 encounters where separation minima are preserved) and the safety encounter model (200,000 encounters with risk of Mid Air Collision).

The recent ACAS X preliminary evaluations were done through FTS followed by test flights. Radar surveillance from 100,000 real encounters that resulted in TCAS RA were used to compare to TCAS performances. To obtain more data, hundreds of thousands of encounters were generated using the correlated and uncorrelated MIT encounter models. Plus, specific models for specific situations (500ft vertical separation, 1000ft vertical separation, closely spaced parallel runways) were developed. Finally, encounters from real flights recorded before the use of TCAS served for stress cases. After tuning the algorithm with the preliminary tests, successive flight campaigns have been carried out to evaluate the system in real flight.

On top of these CAS evaluations, concepts of "well-clear" have been recently evaluated [18] and though this is not specifically CAS evaluation, the methodology is similar and so interesting to us. The idea is to define with objective metrics the subjective notion of "well-clear". Three candidate definition from NASA, MIT and AFRL were evaluated and their results compared. The evaluation was performed in three stages. First a Monte-Carlo simulation, then a human-in-the-loop simulation and finally a stress case analysis.

Works evaluating new CA algorithms most often rely on hand made worst cases scenarios to show the robustness of their methods. For RPAS large scale evaluations, different simulation methods, from handmade simulations to flight tests, are used to answers different questions about the CAS (see Table I). Finally, for regulation validation, it appears like FTS is the preferred evaluation method as it allows computing statistically significant results, the main drawback being that it requires an encounter model representative of the airspace being assessed. As stated by DeGarmo (MITRE) [19] : "How exactly UAV [RPA] operation will affect airspace capacity and traffic flows can only be answered through simulations of UAVs [RPAs] within specified airspace. Part of this simulation must account for how the vehicles will operate (speeds, altitudes, endurance), where they will operate (mission), and in what numbers”.

The next section presents the main components of a CAS and the different environmental agents in the FTS that feed them information.

III. FTS FOR CAS

Before going on, we present a general architecture for a CAS and detail its sub-function. Then, we present the modules needed in the FTS to feed information to these sub-functions and simulate all the environment.

---

Fig. 1: The five main steps of a collision avoidance system.

A. Collision Avoidance System

In the following the aircraft equipped with the CAS is called the ownship, surrounding aircraft currently monitored are intruders and aircraft requiring avoidance are threats. The goal of a CAS is to prevent Near Mid-Air Collisions (NMACs), i.e. threats entering the ownship collision volume. In order to have time for the avoidance process, a collision avoidance threshold is defined around the collision volume.

To perform this avoidance, a CAS is composed of four different processes which allow processing surveillance data, estimating the current state and next state, detecting possible threats and finding a maneuver to avoid them. These steps are illustrated in Figure 1 and detailed in the following.

1) Detection & Tracking: The CAS surveillance system monitors aircraft within its sensors range. The detection and tracking functions collect sensor measurements to creates tracks. It also has the responsibility to merge the input from the sensors and verify the data provided by sensors deemed unsecure. Depending on the process and sensors involved, a confidence level is associated with each track.

2) State Estimation: From different data provided by the surveillance, the state estimation process computes a set of variables which describes the current situation w.r.t an intruder or a group of intruders. The number of variables should be kept low to reduce computational complexity but descriptive enough to provide a proper view of the current state. For example, in TCAS the state is describe by $\tau$, an estimation of the time before Closest Point of Approach (CPA), and $h$, the relative altitude between ownship and a threat. A common method to reduce the number of state variables is to use aggregate variables which mix various information into a single variable, e.g. in TCAS $\tau$ is an aggregation of the range and closure rate variables. To handle noise in the surveillance data, modern methods consider the state variables as probability distributions.

3) Dynamic Model: The dynamic model allows estimating the future state of the world, at the next time step. It can include ownership/intruder dynamics and pilot response models. Estimation of an intruder’s dynamic model can be computed with straight projections, worst case projections, probabilis-
tic projections or with a flight plan sharing approach. The dynamic model computation often depends on the previously estimated state to ensure a memory effect, where past states influence the estimation of future states.

4) Threat Metric: The threat metric is the formal definitions of the CA threshold. It can depend on the ownership-intruder distance, closure rate, time to CPA and/or time to collision volume violation. It can also consider only horizontal metrics or both horizontal and vertical metrics. Often, like in TCAS, the threat metric is a combination of both time and space measures with multiple conditions to be met before declaring an intruder has become a threat.

5) Threat Detection: For each monitored aircraft, the threat metric allows the threat detection process to estimates if there is a collision risk. Based on the current and projected states, and on a set of rules defining the collision avoidance threshold, it determines if an intruder has become a threat.

6) Threat Resolution: When one, or various, intruders are labelled as threats, the threat resolution module computes a maneuver to avoid them. This maneuver can influence three parameters: ownership speed, horizontal direction and vertical direction. The resulting maneuver can be a simple command to follow at a given time or a full trajectory leading out of danger.

The CAS output is communicated to the remote pilot and is executed by the RPA or by the remote pilot (depending on the remote pilot being in-the-loop or on-the-loop). After this quick overview of CAS architectures and workings, let’s focus on the evaluation of such algorithms.

B. Fast Time Simulations

Fast Time Simulations (FTS) allow performing a high number of tests with limited logistics, in limited time and with no safety concerns. The different elements of the world need to be modeled, mainly the aircraft traffic and RPASs as well as the sensors used by each one of them. Encounters that will activate the CASs need to be generated. As will be discussed later, there are various means to do that with different objectives in mind.

1) Aircraft Models: There are three popular representations for aircraft. The simplest one is the point mass model, where an aircraft is considered as a point upon which forces are applied. This representation completely hides the flight mechanics. A more complex representation involves considering the aircraft as a 4 degree of freedom object [18]. Then an aerodynamic model of the aircraft is needed to represent its behavior depending on these DOFs. Finally, the most complex model uses 6 DOFs, the additional dimensions increase the realism and complexity of the simulation. For the two previous representations, manned aircraft models are available in the Base of Aircraft Data (BADA). Some RPAS models have been created and integrated as well in the BADA database [20]. The precision of the aircraft models need to be different depending on the considered constraints. For example, if wind needs to be accounted for, then the point mass model provides a rough approximation. It is important to note that all the aircraft involved in the evaluation do not need precise modelling. A good compromise can be reached by representing the traffic with the point mass model and to have the RPAS modeled with 4 to 6 DOFs.

The model should include as a minimum the following information: maximum climb rate, vertical acceleration, maximum turn rate, and maximum turn acceleration.

2) Pilot Models: The reaction time and decisions of the remote or intruder aircraft pilot can be modeled to increase the simulation’s realism. It provides the advisory response rate, and advisory response delay. The simplest model is the procedural pilot, it considers that the pilot follows all the required procedures for his flight without accounting for the surrounding aircraft, except if its onboard system (e.g. TCAS) gives an alert. In this model, no reaction to a maneuvering aircraft will be done. Variations of this model consider the reaction time of a pilot. It can be instantaneous, though it has been shown that this creates discrepancies with real data [21]. It can take a fixed amount of time, e.g. ACAS considers that pilots answer resolutions in 5s [22]. Or it can use a probabilistic reaction time model, as is done in ACAS X [23]. Advanced pilot models have been developed, where the pilot’s reaction changes depending on the maneuver of surrounding aircraft. This has been modeled using game theoretic models in [24].

3) Sensor Models: Like for the aircraft models, the sensors can be represented with different levels of detail. The simplest level is to consider the suite of sensors as a whole. For example, in [13] the suite of sensors is represented by a single sensor with given range, Field of Regard (FOR) and update rate.

A second approach is to model each sensor independently. This requires the existence of a surveillance module able to perform data fusion to combine the information brought by each sensor. Care need to be taken for dependent sensors to model their source of information. Indeed, the GNSS data used by a plane to estimate its own position need to have the same error as the one it is broadcasting through its ADS-B. Modelling sensors independently has the benefit of differentiating cooperative sensors, i.e. sensors taking advantage of intruder aircraft avionics, from non-cooperative sensors, i.e. sensors relying only on onboard processing for aircraft detection. In the following, we provide for common RPAS sensors, simple models for the GNSS and INS as well as models developed in [10] for the Air-To-Air-Radar (ATAR) and Electro Optics/Infra Red (EO/IR).

All aircraft are equipped with Global Navigation Satellite System (GNSS) receivers to acquire their localization, latitude, longitude, altitude, in a global frame. Modeling of a GNSS system can reach high levels of complexity. However, for aircraft positioning such precision is neither required nor desirable as it would be far too complex to simulate. Instead, a simple model consists in considering the three dimensions of the localization as independent and adding Gaussian noise to each of them. Though, this approach does not consider the time correlation between successive measurements, so a more realistic representation can be achieved using a first order Gauss-Markov process, as described in [25]. According to this
work, 
\[ y(n) = ay(n-1) + u(n), \]
where \( n \) is the time (discrete), \( y(n) \) is the GNSS measurement at time \( n \), \( a \) is a coefficient belonging to \([0, 1]\) and \( u(n) \) is a random variable that follows a Gaussian distribution. While remaining simple, this method provides a more realistic GNSS representation.

In order to estimate their attitude, aircraft rely on Inertial Navigation System (INS) measurements combined with estimation filters to track their motion. This provides roll, pitch, yaw, the corresponding angular speeds as well as ground speed and vertical speed. Integrating this data allows computing the resulting noise is computed as follows, white noise, a constant bias and first order Markov noise. The equation of motion of the INS takes into account the following parameters. Some of the most advanced models take into account the equation of motion of the INS parts to model it, but again this is too complex for the task at hand. In the following, we propose a model combining white noise, a constant bias and first order Markov noise. The resulting noise is computed as follows,
\[ \eta = \sigma(1 + 0.5\eta randn(1 + \sqrt{1 - \frac{\beta}{1 + \beta}})/\sqrt{3}) \]
with \( \sigma \) the quadratic error at 95%, \( \eta \) a random number from a Gaussian distribution and \( \beta \) a Markov noise constant defined as
\[ \beta = \exp(-\delta t / \tau) \]
where \( \delta \) is the sampling period and \( \tau \) a constant specific to the INS. The previous noise is applied independently on the remaining simple, this method provides a more realistic GNSS representation.

The Air-To-Air-Radar (ATAR) is a main sensor for medium and large RPAS as it is the only non-cooperative sensor working in IMC while having large FOR and range. According to [10], an ATAR model can be simplified by neglecting the signal processing part. Their model consists in projecting the intruder global position \( X_i \) into a spherical coordinates system \( S \) centered on the ownship global position \( X_o \) and adding zero mean Gaussian noise independently on the three dimensions. With \( X_{io} = X_o - X_i = (x_{io}, y_{io}, z_{io}) \) and \( S_{io} = (r_{io}, \alpha_{io}, \beta_{io}) \) the expression of \( X_{io} \) in \( S \):
\[ r_{io} = \sqrt{x_{io}^2 + y_{io}^2 + z_{io}^2} + \eta_r, \quad \eta_r \sim N(0, \sigma_r) \]
\[ \theta_{io} = \arctan(y_{io}/x_{io}) + \eta_{\theta}, \quad \eta_{\theta} \sim N(0, \sigma_{\theta}) \]
\[ \phi_{io} = \arccos(z_{io}/r_{io}) + \eta_{\phi}, \quad \eta_{\phi} \sim N(0, \sigma_{\phi}) \]

where \( \eta_r, \eta_{\theta}, \eta_{\phi} \) represents the Gaussian noise. So the output of the ATAR is the \( (r_{io}, \alpha_{io}, \beta_{io}) \) coordinates with associated rates and variances.

Because it is a cheap sensor that allows a great deal of different processes, Electro Optics and Infra Red (EO/IR) are generally present in the RPAS sensor suite. In order to operate by day and by night, visual spectrum cameras are coupled with Infra Red cameras. Simulating such sensors in detail would require a photorealistic simulator able to generate realistic synthetic images of the simulation environment. This can be done thanks to COTS software, like in [10] where the authors used the Vega Prime software [26] to simulate both EO and IR sensors. Proper simulation of the IR sensor implies some more processing than EO and a possible method is described in [27]. Once images are simulated, image processing techniques, like the ones described in [28], can be used to retrieve the intruder bearing and relative altitude. However, retrieving precise range would require a complicated setup which is rarely considered.

Simulated sensors introduces noise in the traffic position measurements which need to be handled with a probabilistic representation of the environment in the CASs to be evaluated. In order to keep the noise in realistic boundaries, it is crucial to consider the minimum requirement on some equipment. For example, simulated ADS-B data should conforme to the minimum navigation precision described in existing standards (NIC, Nacp, NAcv, SIL levels). Similarly, active surveillance (ACAS) should conforme to ACAS’s MOPS (DO-185B). With models for aircraft, RPAS and their sensors, it is time to proceed to the encounter models, i.e. how to simulate conflicts between a RPAS and traffic in a realistic fashion.

4) Encounter Model: The encounter model defines the parameters of the conflict between a RPAS and one or various aircraft. The objective is to create realistic encounters while covering as many cases as possible. Depending on the goal of the evaluation, different types of models can be used: safety critical (for safety analysis), operational suitability (for acceptability), stressing (for late stage evaluations), specific (to be sure the system can handle some precise scenarios). Multiple encounter models have been built for manned aviation by analyzing radar tracks (see Table II). However, this is not possible in the RPAS case due to the lack of data concerning how RPAS fly in the airspace. Nevertheless, we will present three different approaches to deal with the encounter modeling problem.

First, the parameterized methods rely on hand designed encounters with a parameterization done by experts. This type of approach is useful to define stress cases which are unlikely to happen during an actual flight but need to be handled nonetheless. The AFRL has defined such stress case encounters when evaluating "well clear" definitions [28], because of limited number of encounters that can be designed manually, this approach offers the possibility to examine in fine detail each encounter and its development. This is especially useful to get an insight of the CAS behavior in abnormal and emergency situations. As an example, the authors of [32] propose to generate encounters with evolutionary computation methods to create difficult cases.

The probabilistic approach consists in using real traffic data to estimate a probability distribution over the encounter parameters. Once this distribution is estimated, generating an encounter is as simple as sampling the distribution. This approach is often called "Monte Carlo" simulation, though we prefer to avoid this name as the Monte Carlo method can be used to compute different type of data in simulations.
TABLE II: Existing encounter models for manned civil aviation, built from primary radar tracks.

<table>
<thead>
<tr>
<th>Encounter Model</th>
<th>Number of Encounters</th>
<th>Encounter Type</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACASA [16]</td>
<td>1243 FR + 1144 UK</td>
<td>Encounters likely to trigger TCAS RA</td>
<td>2002</td>
</tr>
<tr>
<td>ASAS [29]</td>
<td>147,250 EU</td>
<td>Separation minima are generally preserved, with aircraft possibly maneuvering</td>
<td>2005</td>
</tr>
<tr>
<td>MIT correlated  [31]</td>
<td>406,728 US</td>
<td>Last moments before NMAC</td>
<td>2008</td>
</tr>
<tr>
<td>MIT uncorrelated [8]</td>
<td>NA</td>
<td>Few minutes before collision</td>
<td>2015</td>
</tr>
</tbody>
</table>

This solution may be the most popular because of its realism and its capacity to generate as many encounters as needed. Some popular probabilistic encounter models usable for RPAS include [31], [8]. It can even be integrated in the DAA process, indeed the authors of [33] proposed to use the probabilistic model obtained with such method directly in a DAA algorithm to estimate the risk associated with a maneuver in real time.

The last encounter model, and maybe the most realistic, is a mix between real traffic data and simulated RPAS data. The idea is to define RPAS missions over a given territory and simulate the RPAS flight during these missions. Then, recorded traffic is overlaid on the given territory. By replaying the recorded traffic and making the RPAS follow their missions, encounters are generated. This method has been used in [13], with socio-economical studies defining eight mission types over the whole U.S. territory. It has also been used in the ODREA project [11] with missions defined in the vicinity of an airport to observe encounters between low-level RPAS and arriving/departing aircraft.

Depending on the type of traffic being considered, two types of encounters are possible: correlated and uncorrelated. In correlated encounters, the aircraft involved are cooperative and at least one of them is in contact with ATC. This implies that their motions are linked to some extent through the intervention of ATC. In uncorrelated encounters, at least one of the aircraft is non-cooperative, i.e. not providing its position. The type of encounter impacts the aircraft trajectories as well as the RPAS sensor suite. Indeed, correlated encounters resemble IFR/IFR flights encounters while uncorrelated encounters resemble IFR/VFR flights encounters. For detailed sensors simulation, in correlated encounters the RPAS needs only cooperative sensors while for uncorrelated encounters the RPAS requires cooperative and non-cooperative sensors.

IV. EXISTING SIMULATION FRAMEWORKS

The previous Section listed the required elements to perform an FTS for CAS performance evaluation. However, for these elements to live, synchronize and communicate together, a simulation framework is needed. In the following, we introduce three freely available simulation frameworks to perform FTS: InCAS, from EUROCONTROL; ACES, from NASA Ames; EASY, from DSNA.

A. InCAS (to become CAFE)

Developed by EUROCONTROL, the InCAS framework [34] allows replaying traffic and analyzing it for CAS performance estimation. It allows analyzing close encounters individually for incident investigations. InCAS processes radar data to provide clean trajectories with a one-second interval. A TCAS module allows simulating collision avoidance logic in the manned airplanes.

A new framework is currently under development, the Collision Avoidance Fast-time Evaluation (CAFE), for airborne and ground-based applications. It will include a close encounter model of the European airspace and rely on rare events simulation methods. Its development is being supported by both EUROCONTROL and EUROCAE WG-75, along with SESAR-JU projects.

B. ACES

The Airspace Concept Evaluation System (ACES) is a gate-to-gate simulation architecture developed by NASA Ames [35]. It can replay recorded traffic at a National Airspace System (NAS) or local scale and simulate airspace, aircraft and wind behavior. Its agent based modeling approach provide an independent description for each actor of the airspace. Communications between all agents are available and can be analyzed. A large library of JAVA modules can be plugged on top of the core ones, and custom modules can be added. The execution is sped up by its capability to distribute multiple simulations on a set of machines.

C. EASY

EASY is the simulation framework developed and used by the DSNA, the French Air Navigation Service Provider (ANSP) [36]. It can replay traffic at an international scale with trajectories computed with an adjustable timescale which can go under the second (e.g. for high update rate sensors). Its modular architecture allows plugging-in new modules regardless of the language used to develop them and without needing to access their code (black box modules). A library of existing modules (e.g. pilot behavior, TCAS logic) allows quickly building a full simulation environment. Finally, "as fast as possible" logics and parallelization on multiple machines provide quick computation for large FTS.

This list is not exhaustive, more simulation frameworks can be found in the literature and in the commerce (e.g. CASSAT, SIMMOD, AirTOP, Flames, etc.).

V. VERIFICATION AND VALIDATION

Based on the FTS outputs, through different metrics, verification and validation give objective marks to the CAS being evaluated. According to the E-OCVM3 validation methodology [37], Verification deals with answering the question "Are we building the system right?". On the other hand, Validation deals with "Are we building the right system?".
A comprehensive way to verify a system is to use formal verification methods. By modeling a system and checking that this model always respects given rules it is possible to ensure that the system will always behave as expected. Though highly effective, these methods require a lot of work to set up. Moreover, as noted in [38], they ask for the system to follow particular designs. Example of such approaches are available in [39], [40], [41], [42].

A more empirical, nevertheless effective, way to verify a CAS is to simulate multiple encounters and verify if the system behaves as expected. This kind of approach requires a large number of encounters in order to explore as many as possible of the situations that could arise. In [32], the authors propose to use evolutionary computation to create encounters from a given encounter model and search for difficult cases to explore from the simplest to the hardest cases.

B. Validation

Various actors are impacted by the behavior of a CAS: the public, RPAS operators, remote pilots, pilots, ATM operators, each one with different expectations. This is reflected through different metrics used to validate a CAS. According to Holland et al. [43], these metrics can be divided into three categories: safety, operational and acceptability metrics.

Safety metrics are directly related to the capacity of the CAS to prevent NMACs. Operational metrics measure the disruption of the avoidance maneuver on the different airspace actors, including ATC and the other aircraft. Acceptability metrics relate to the remote pilot expectations. These metrics reflect how much a remote pilot can trust the system to act as the pilot would have.

The most common safety metric is the risk ratio; it compares the probability of NMAC with and without the CAS. It does not reflect the intrinsic safety of the CAS but rather the safety gains compared to no/another system. In facts, the risk ratio is composed of two quantities: the risk reduction from the CAS and the risk induced by the CAS. Indeed, the CAS may alert when not necessary and the resulting maneuver may increase the risk compared to no CAS. In the case of RPAS, it has been noted in [44] that, due to their lower climbing rate, encounters range rate wherer lower and so was the risk ratio. In order to factor out this element, a modified risk ratio is proposed which consider the RPAS as having climb rates similar to the rest of the traffic when computing the denominator of the risk ratio. Table III lists some common validation metrics. More details can be found in [45], [43], [18], [46], [12], [11].

VI. CONCLUSIONS

Often regarded as a cumbersome evaluation method, FTS can be set up quickly thanks to existing tools and results. With the proper validation metrics, they provide rich insight in the pros and cons of a CAS. This paper gathered multiple results and references to allow the reader to quickly start using FTS and adapt it to its needs. Future work aims at creating a benchmark widely available with a plug-and-play feature to allow CAS developers to compare their system on an identical setup.
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<table>
<thead>
<tr>
<th>Safety</th>
<th>Mitigated risk ratio</th>
<th>$\frac{N_{MAC}<em>{CAS} - N</em>{MAC}<em>{noCAS}}{N</em>{MAC}_{CAS}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative risk ratio</td>
<td>$\frac{N_{MAC}<em>{CAS} - N</em>{MAC}<em>{noCAS}}{N</em>{MAC}_{CAS}}$</td>
</tr>
<tr>
<td></td>
<td>Unresolved risk ratio</td>
<td>$\frac{N_{MAC}<em>{CAS} - N</em>{MAC}<em>{noCAS}}{N</em>{MAC}_{CAS}}$</td>
</tr>
<tr>
<td></td>
<td>Induced risk ratio</td>
<td>$\frac{N_{MAC}<em>{CAS} - N</em>{MAC}<em>{noCAS}}{N</em>{MAC}_{CAS}}$</td>
</tr>
</tbody>
</table>

Denote the safety gain when using the proposed CAS.

Similar to mitigated risk ratio, but factors out the fact that RPAS climb slowly.

Denote the safety gain when using CAS1 instead of CAS2.

This number reflects the proportion of encounters unresolved by the CAS. Risk ratio = unresolved risk ratio + induced risk ratio.

The probability of declaring an alert when necessary relative to the total number of alerts.

The probability of declaring an alert when unnecessary relative to the total number of alerts.

The probability of declaring an alert when a collision risk exists.

The probability of declaring an alert when no collision risk exists.

The probability of not declaring an alert when a collision risk exists.

Provides an insight on how close the avoidance takes place and if the resulting maneuver has been successful.

Provides an insight on how close the avoidance takes place and if the resulting maneuver has been successful.

TABLE III: Example of validation metrics commonly used for CAS safety assessments.